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(4)ABSTRACT 


Population-based  metaheuristics  are  iterative  procedures  that  search  for  an  optimal 
 solution  through  exploration  of  the  search  space  and  exploitation  of  information  by  a 
 group of search agents. The iteration strategy determines how the procedures are executed 
 with respect to the population. Two types of iteration strategies are traditionally available. 


The first type which is the most commonly adopted strategy is the synchronous update. 


In the synchronous update, all the search procedures are executed as a group. The entire 
 population needs to complete a particular procedure first before another procedure can be 
 executed. The second type of traditional iteration strategy available is the asynchronous 
 update.  In  asynchronous  update,  the  procedures  are  executed  as  individual  tasks  and 
 information is shared and used to guide the search for the optimal solution. 


The two traditional iteration strategies have their own strengths and weaknesses. The 
 agents in synchronous update are able to consider the performance of the entire population 
 before  their  next  search  step  is  determined.  Therefore,  the  agents  from  synchronous 
 update  is  stronger  in  exploitation,  as  the  entire  population  is  drawn  towards  a  similar 
 reference point, which is typically the population’s best performer. Meanwhile, an agent 
 of  asynchronous  update  is  able  to  choose  the  reference  point  as  soon  as  its  fitness 
 evaluation is finished. This update strategy improves the exploration of the population. 


Hence, selection of iteration strategy for a population-based metaheuristic can affect its 
 overall performance. 


The  aim  of  this  study  is  to  investigate  the  role  and  importance  of  iteration  strategy 
 towards  population-based  metaheuristics  and  to  propose  a  new  class  of  alternative 
 iteration strategies that i) balances exploration and exploitation, and ii) avoid premature 
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(5)Thus, a new class of iteration strategies which is a class of hybrid traditional strategies 
 is proposed here. The strategies from this class are applicable for any population-based 
 metaheuristics.  The  strategies  are  random  switching,  adaptive  switching  and  adaptive 
 switching with randomness. In the random switching strategy, the population randomly 
 switches between the traditional strategies to cause disturbance to population diversity. 


The adaptive switching population, uses the information of the population’s condition to 
 determine when to switch its iteration strategy. Meanwhile, the adaptive switching with 
 randomness, embed randomness to encourage more number of switching.  


Experiments  conducted  using  three  parent  algorithms  namely  particle  swarm 
 optimization (PSO), which is a popular population-based optimizer with population and 
 individual  memories,  gravitational  search  algorithm  (GSA),  a  memoryless  young 
 optimizer, and simulated Kalman filter (SKF), a newly introduced optimization algorithm 
 that use population’s memory to guide an agent’s search, show that iteration strategy is 
 an algorithm dependent parameter as well as function dependent. An iteration strategy is 
 able to improve the performance of a parent algorithm and cause another parent algorithm 
 to perform badly. The empirical analysis conducted here used the CEC2014’s benchmark 
 functions for single objective optimization problems.  
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(6)ABSTRAK 


Kaedah  metahuristik  populasi  adalah  prosedur-prosedur  iteratif  pencarian 
 penyelesaian optimum melalui eksplorasi kawasan carian dan manipulasi informasi oleh 
 sekumpulan  ejen  pencari.  Strategi  iteratif  menentukan  bagaimana  prosedur-prosedur 
 metahuristik  populasi  dijalankan.  Terdapat  dua  jenis  strategi  iteratif  yang  sedia  ada. 


Strategi pertama, iaitu strategi yang paling kerap diguna pakai adalah kemas kini segerak. 


Di dalam kemas kini segerak, kesemua prosedur dijalankan secara berkumpulan. Di mana 
 seluruh populasi perlu menyelesaikan sesuatu prosedur terlebih dahulu sebelum prosedur 
 lain dapat dijalankan. Jenis strategi iteratif sedia ada yang kedua adalah kemas kini tidak 
 segerak.  Di  dalam  kemas  kini  tidak  segerak,  prosedur-prosedur  metahuristik  adalah 
 dijalankan sebagai tugasan-tugasan individu, dan informasi dikongsi serta digunakan bagi 
 menentukan hala pencarian menghala ke arah penyelesaian yang optimum.  


Kedua-dua strategi iteratif sedia ada mempunyai kelebihan dan kekurangan masing-
 masing. Ejen-ejen di dalam kemas kini segerak mampu mempertimbangkan pencapaian 
 keseluruhan populasi sebelum menetapkan langkah pencarian seterusnya. Oleh itu, ejen-
 ejen dari kemas kini segerak mempunyai kekuatan dalam mengeksplotasi, ini disebabkan 
 keseluruhan populasi adalah tertarik ke arah titik rujukan yang sama, iaitu ejen terbaik di 
 dalam  populasi.  Sementara  itu,  setiap  ejen  di  dalam  kemas  kini  tak  segerak  berupaya 
 menentukan  titik  rujukan  mereka  sejurus  selepas  penilaian  kesesuaian  penyelesaian. 


Strategi kemas kini ini menambah baik eksplorasi populasi. Oleh itu, pemilihan strategi 
 iteratif bagi metahuristik populasi dapat mempengaruhi prestasi keseluruhannya. 


Matlamat  penyelidikan  ini  adalah  bagi  melihat  peranan  and  kepentingan  strategi 
 iteratif  terhadap  metahuristik  populasi  dan  mencadangkan  suatu  kelas  baru  strategi-
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(7)mengelakkan  penumpuan  pramatang  tanpa  menambah  kerumitan  melalui  kombinasi 
 strategi iteratif sedia ada. 


Maka, kelas baru strategi-strategi iteratif alternatif iaitu kaedah hibrid strategi-strategi 
 sedia  ada  dicadangkan  di  sini.  Strategi-strategi  ini  boleh  diguna  pakai  bagi  setiap 
 metahuristik populasi.  Strategi-strategi ini  adalah; pensuisan rawak,  penyuai  pensuisan 
 dan penyuai pensuisan terawak. Populasi yang menggunakan pensuisan rawak bertukar 
 antara  kedua-dua  strategi  iteratif  sedia  ada  secara  rawak  bagi  menimbulkan  gangguan 
 terhadap  penumpuan  populasi.  Populasi  yang  mengunakan  strategi  iteratif  penyuai 
 pensuisan, bertukar antara kedua-dua strategi iteratif sedia ada menggunakan informasi 
 mengenai  keaadan  populasi.  Sementara  itu,  penyuai  pensuisan  terawak  menggunakan 
 kerawakan bagi menggalakkan pensuisan.   


Eksperimen-eksperimen  dijalankan  menggunakan  tiga  algoritma  induk  iaitu, 
 pengoptimuman kerumunan zarah (PSO), iaitu pengoptimum berdasarkan populasi yang 
 terkenal  yang  menggunakan  memori  populasi  dan  individual,  algoritma  carian  graviti 
 (GSA), satu pengoptimum muda tanpa memori, dan simulasi penuras Kalman (SKF), satu 
 pengoptimum  yang  baru  sahaja  diperkenalkan  yang  menggunakan  memori  populasi 
 untuk  memimpin  pencarian  ejen,  menunjukkan  bahawa  strategi  iteratif  adalah  tetapan 
 yang bergantung terhadap algoritma dan juga fungsi permasahalaan. Suatu strategi iteratif 
 mungkin boleh menambah baik satu algoritma induk manakala menyebabkan algoritma 
 induk  yang  lain  menjadi  lebih  teruk.  Analisa  empirikal  yang  dijalankan  di  sini 
 menggunakan fungsi-fungsi penanda aras CEC2014 bagi masalah-masalah dengan satu 
 objektif.  
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(29)CHAPTER 1: INTRODUCTION 
 1.1  Introduction

Optimization  ensures  that  the  best  result  is  produced  and  limited  resources  is 
 efficiently utilized. It is an important aspect in engineering. Its application can be seen in 
 various  engineering  problems  such  as;  selection  of  optimum  values  for  PID  controller 
 parameters (Chaudhary, Raj, Kiran, Nema, & Padhy, 2013), VLSI circuit design (Ayob 
 et  al.,  2010),  antenna’s  direction  of  arrival  predictor  (Magdy,  Mahmoud,  &  Ibrahim, 
 2013), selection of optimum weight for beamforming in wireless cellular communication 
 system  (Lazarus,  Noordin,  Ibrahim,  &  Abas,  2016),  designing  energy  efficient  power 
 generators’ schedule (Balci & Valenzuela, 2004), generation of optimum electric power 
 distribution  tree  (Sabattin,  Contreras  Bolton,  Arias,  &  Parada,  2012),  and  as  noise 
 canceller for EEG signal (Ahirwal, Kumar, & Singh, 2012). These are just a few of the 
 numerous applications of optimization methods in engineering. 


According to Talbi (2009), the optimization methods can be broadly classified as exact 
 and  approximate  methods.  Exact  methods  ensure  ideal  or  optimal  solution  for  given 
 problems.  However,  depending  on  the  complexity  of  the  problem  faced,  the 
 computational cost of these methods can be very expensive in terms of time and memory. 


In  addition,  exact  algorithms  are  usually  not  robust  to  different  type  of  problems  and 
 usually designed as problem specific algorithms (Dumitrescu & Stützle, 2003). 


Approximate  methods  are  more  practical  in  solving  optimization  problems. 


Approximate methods do not just focus on finding optimal solutions but these methods 
 also  take  computational  constraints  into  consideration.  The  optimization  algorithms 
 belonging to this family can be categorized as approximation algorithms and heuristics 
 algorithms. Approximation algorithms provide solutions that meet the minimum quality 
 defined  and  suitable  for  optimization  problems  which  require  guaranteed  quality  of 
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(30)solution (Kuipers, Orda, Raz, Mieghem, & Van Mieghem, 2006).  However, even though 
 the quality of the solution produced by an approximation algorithm is within a guaranteed 
 range,  often  the  solution  is  far  from  optimal.  Another  disadvantage  of  approximation 
 algorithms  is  problem  dependency,  hence,  the  algorithms  are  not  robust  to  different 
 optimization problems.  


Heuristic algorithms, on the other hand, do not guarantee optimal solutions like exact 
 algorithms  nor  solutions  that  meet  the  required  range  of  quality  like  approximation 
 methods.  Instead,  heuristics  look  for  the  best  solutions  possible  using  the  allocated 
 resources.  


Metaheuristics  and  problem  specific  heuristics  are  subcomponents  of  heuristics 
 approaches.  In  contrast  to  problem  specific  heuristics,  metaheuristics  are  problem 
 independent.  Metaheuristics  can  be  classified  in  numerous  ways.  One  way  to  classify 
 metaheuristics is population-based strategies and single agent-based strategies. In single 
 agent-based metaheuristics, the search is done by iteratively updating  the solution of a 
 single agent. Whereas in population-based metaheuristics, a  group of agents is used to 
 search for optimal solution. Multiple candidate solutions are considered until the optimal 
 solution is found. Population-based metaheuristics is the focus of this thesis. Figure 1.1 
 shows the classification of optimization methods as discussed above. 
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(31)Figure 1.1: Classical Optimization Methods

1.2  Motivation 


Every population-based metaheuristic searches for an optimal solution by updating its 
 agents according to its unique set of search steps. During the execution of these search 
 steps, information exchange happens between the members of the population. How the 
 sequence of steps is conducted by an agent with respect to other agents is governed by an 
 iteration strategy.  Traditionally, the steps can either be executed independently, where 
 an agent go through the steps without concerning itself with whether the other agents had 
 gone through the same step as itself or not. Alternatively, the steps can also be executed 
 as a group. In group execution, all agents need to perform each step together. 


The  iteration  strategy  is  able  to  influence  the  agents’  exploration  and  exploitation 
 behavior.  Thus,  affecting  the  performance  of  the  population  in  terms  of  the  solution 
 quality and the speed to reach an optimal solution (de Campos, Pozo, & Duarte, 2013; 


Engelbrecht, 2014; Liu, Sui, & Wang, 2009; Rada-Vilela, Zhang, & Seah, 2011b, 2013).   
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(32)Despite its importance, not much in-depth research has been conducted to study the 
 effect of the iteration strategy towards the performance of population-based optimization 
 algorithms. This issue was also identified in (Engelbrecht, 2013b) as one of the aspects 
 of  particle  swarm  optimization  (PSO)  which  is  not  sufficiently  explored  yet.  This 
 motivates  the  research  conducted  in  this  thesis.  The  research  is  conducted  to 
 systematically  study  the  influence  of  the  iteration  strategy  on  population-based 
 algorithms and also the possibility of manipulating the iteration strategy for performance 
 enhancement.  The  findings  are  not  only  important  for  existing  population-based 
 metaheuristics but also for development of new population-based optimizers. 


1.3  Objectives

The objectives of this thesis are listed as follow: 


1.  To  identify  and  investigate  the  traditional  iteration  strategies  available  for 
 population-based  metaheuristics  using  three  parent  algorithms:  PSO, 
 gravitational search algorithm (GSA), and simulated Kalman filter (SKF). Any 
 general  patterns  on  the  effect  of  the  strategy  towards  the  performance  and 
 search behavior of population-based algorithms are to be identified. 


2.  To  propose  a  new  class  of  iteration  strategies  with  an  embedded  premature 
 convergence avoidance  mechanism. These characteristics are  to  be  achieved 
 without  increasing  the  computational  cost  by  using  hybridization  of  the 
 traditional strategies.  The  resulting new class of  iteration  strategies,  namely, 
 hybrid strategies are to be investigated. 
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(33)1.4  Contributions

An extensive study of the effect of iteration strategies and their potential of improving 
 population-based algorithms is conducted here using the three parent algorithms, PSO, 
 GSA and SKF. Major contributions of this research are listed below: 


1.  This thesis identifies synchronous and asynchronous update  strategies as the 
 two  traditional  iteration  strategies  available.  It  is  found  that  the  effect  of 
 synchronous  and  asynchronous  update  strategies  is  algorithm  dependent. 


While  no  significant  difference  is  seen  between  synchronous  PSO  and 
 asynchronous PSO, synchronous update is observed to be the best strategy for 
 GSA and asynchronously updated SKF is seen to be significantly better than 
 synchronously  updated  SKF.  The  effect  of  the  synchronicity  of  the  agents’ 


position updates towards population diversity varies from one parent algorithm 
 to  another.  No  convergence  is  seen  in  asynchronously  updated  GSA  whilst 
 diversity is prolonged without preventing convergence in asynchronous SKF. 


On  the  other  hand,  no  apparent  difference  is  seen  for  diversity  of 
 synchronously  updated  PSO  and  asynchronously  updated  PSO.  This 
 contribution is reported in (Ab. Aziz, Mubin, Ibrahim, & Nawawi, 2014; Ab. 


Aziz et al., 2013; Ab. Aziz, Ibrahim, et al., 2014). 


2.  Three  new  iteration  strategies  from  the  hybrid  class  are  proposed.  The 
 strategies  combine  the  traditional  update  strategies  so  that  premature 
 convergence  avoidance  can  be  achieved  through  the  iteration  strategy  of  a 
 population. 


a.  The  random  switching  iteration  strategy  randomly  switches  between 
 the  synchronous  and  asynchronous  strategy.  This  strategy  is  able  to 
 significantly improve SKF.  
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(34)b.  The  adaptive  switching  iteration  strategy,  switches  the  iteration 
 strategy of a population based on switching indicator. The fitness of the 
 best found solution is found to be a good choice of switching indicator 
 that is applicable across all parent algorithms. The adaptive switching 
 strategy  is  found  to  be  able  to  significantly  improve  SKF.  The 
 contributions  from  the  findings  using  this  strategy  are  submitted  for 
 publication (Ab. Aziz, Ibrahim, Mubin, Nawawi, & Mohamad, n.d.) 
 c.  The adaptive switching  with  randomness  strategy,  uses  the condition 


of the population and some randomness to guide the most suitable time 
 for switching. The randomness is found to be able to encourage more 
 frequent switching which result in better performance. This strategy is 
 found  to  be  able  to  improve  PSO,  GSA  and  SKF.  This  finding  is 
 reported in (Ab. Aziz, Ibrahim, Mubin, & Sudin, 2017) 


1.5  Thesis Outline

This thesis is divided into eight chapters. Chapter 2 presents the background necessary 
 for  this  research  which  are  the  fundamentals  of  population-based  metaheuristics,  the 
 parent algorithms and the benchmark functions used. 


In chapter 3, existing works on premature convergence avoidance are reviewed. The 
 works are categorized into five categories.  


The traditional iteration strategies are presented and discussed in chapter 4. Two new 
 asynchronous update algorithms, asynchronously updated GSA and SKF are proposed. 
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(35)The random switching iteration strategy is proposed in chapter 5. This strategy is then 
 implemented by all parent algorithms and the performance is observed. 


The adaptive switching iteration strategy is presented in chapter 6. The performances 
 of the parent algorithms after adopting this new strategy is also shown in this chapter. 


The  last  hybrid  iteration  strategy  proposed,  adaptive  switching  with  randomness  is 
 discussed  and  its  effect  on  the  performance  of  the  parent  algorithms  are  analyzed  and 
 studied in chapter 7.  


Finally, this thesis is concluded, its significance and also limitations are highlighted in 
 chapter 8 together with suggestions for further research.  
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(36)CHAPTER 2: THEORETICAL FUNDAMENTALS 
 2.1  Introduction

In this chapter, the background of this research is provided. The chapter starts with a 
 discussion of the population-based metaheuristics and the principals of the algorithms, 
 such  as  their  iteration  strategies,  the  importance  of  exploration  and  exploitation  in 
 ensuring good performance of the algorithms, and their relationship with the population 
 diversity.  This  is  followed  by  an  introduction  of  the  parent  algorithms.  The  parent 
 algorithms are the algorithms chosen to study the effect of iteration strategies and also 
 the potential of the proposed strategies. Three parent algorithms are chosen,  which are 
 particle swarm optimization (PSO), gravitational search algorithm (GSA), and simulated 
 Kalman  filter  (SKF).  Finally,  the  benchmark  functions  used  in  this  research  are 
 introduced. 


2.2  Population-based Metaheuristics Algorithms 


Metaheuristic  algorithms  implement  approximate  optimization  procedures.  These 
 algorithms search for good quality solutions within acceptable computational time. The 
 solutions found by metaheuristic algorithm are not guaranteed to be optimal, but rather 
 are  reasonably  good  solutions  obtained  without  violating  the  given  constraints. 


Metaheuristic  algorithms  can  be  categorized  as  population-based  and  single-solution 
 based  (Talbi,  2009).  Population-based  metaheuristics  are  the  interest  of  this  study. 


Population-based  metaheuristics  algorithms  consist  of  group  of  agents.  These  agents 
 search for an optimal solution through information sharing. The population does not have 
 any central control.  


University


of  Malaya



(37)There  are  four  common  steps  shared  among  metaheuristic  algorithms.  The  general 
 steps of metaheuristic algorithms are shown in Algorithm 2.1.  


1  : 
 2  : 
 3  : 
 4  : 


Random initialization of possible solutions 
 Current solutions evaluation 


Generation of next possible solutions 


Repeat step 2&3 if stopping condition is not met, else end the algorithm and report 
 the best found solution 


Algorithm 2.1: General Steps of Metaheuristic Algorithm

The  steps  start  with  a  random  initialization  of  agents  within  the  search  space 
 boundaries.    This  is  followed  by  an  evaluation  of  the  quality  of  the  solutions.  The 
 evaluation is done using a mathematical function. The function is formulated according 
 to  the  problem  to  be  solved.  The  solutions  evaluation  step  is  typically  the  most 
 computationally expensive step of an optimization algorithm. 


The  next  step  is  the  generation  of  new  possible  solutions.  This  phase  is  what 
 differentiates an algorithm from another. The generation follows certain rules which are 
 derived  based  on  the  principles  that  inspired  the  particular  algorithm.  The  principles 
 determine  how  the  information  obtained  from  the  previous  search  influences  the 
 determination  of  the  new  solutions.  Many  principles  had  inspired  metaheuristics 
 algorithms.  For  example,  ants  foraging  behavior  inspired  ant  colony  optimization 
 (Dorigo,  Birattari,  &  Stutzle,  2006),  animals  flocking  behavior  has  inspired  the  PSO 
 algorithm  (Kennedy  &  Eberhart,  1995),  bat  echolocation  behavior  inspired  the  bat 
 algorithm (Yang & Gandomi, 2012), the Newton gravitational law that inspired the GSA 
 (Rashedi, Nezamabadi-pour, & Saryazdi, 2009), the black hole phenomenon that inspired 
 the black hole algorithm (Hatamlou, 2013), and Kalman estimator that inspired SKF (Z. 


Ibrahim et al., 2015).  
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(38)Other than manipulation of the best solution, randomness or stochasticity is one of the 
 fundamental components of metaheuristics. The randomness encourages exploration of 
 the search space. 


The last step of a metaheuristic algorithm is to evaluate the stopping condition. If the 
 condition is satisfied then the algorithm is stopped and the best found solution is reported, 
 otherwise the evaluation and generation procedures are repeated. The stopping condition 
 is either one of the following conditions or combinations of these conditions; 


i.  The candidate solution obtains the ideal solution’s quality, 𝑓𝑖𝑡𝑖𝑑𝑒𝑎𝑙. In order 
 to  apply  this  stopping  condition,  the  optimal  solution’s  quality,  i.e.  fitness, 
 need to be known. 


ii.  The fitness error value, 𝑒𝑓𝑖𝑡,  of the best solution found is within an acceptable 
 value.  The  fitness  error  value, 𝑒𝑓𝑖𝑡,  is  calculated  by  finding  the  difference 
 between  the  fitness  of  the  best  solutions  found, 𝑓𝑖𝑡∗,  with  the  ideal  fitness, 
 𝑓𝑖𝑡𝑖𝑑𝑒𝑎𝑙; 


𝑒𝑓𝑖𝑡 =𝑓𝑖𝑡∗− 𝑓𝑖𝑡𝑖𝑑𝑒𝑎𝑙 (2.1) 
 This stopping condition also requires knowledge of the fitness of the optimal 
 solution, 𝑓𝑖𝑡𝑖𝑑𝑒𝑎𝑙. 


iii.  The maximum number of iterations is reached; i.e. the maximum number of 
 fitness evaluation, 𝐹𝐸𝑆, is exceeded. No knowledge of the fitness of the ideal 
 solution is required for this stopping condition. 


Additionally,  agents’  diversity  can  also  be  used  to  determine  when  to  terminate  a 
 population-based algorithm. The diversity indicates the spread of the agents in the search 
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(39)signifying convergence of the population. Either one of these observations can be used as 
 the condition to stop the algorithm. 


2.2.1  Iteration Strategy  


From  Algorithm  2.1,  it  can  be  seen  that  metaheuristic  algorithms  are  iterative 
 procedures where the procedures are executed repetitively until a stopping condition is 
 met. In every iteration an algorithm strives to improve its candidate solutions. 


Osman  &  Laporte  (1996)  defined  metaheuristic;  “an  iterative  generation  process 
 which  guides  a  subordinate  heuristic  by  combining  intelligently  different  concepts  for 
 exploring  and  exploiting  the  search  space,  learning  strategies  are  used  to  structure 
 information in order to find efficiently near-optimal solutions”.  


Yang and Karamanoglu (2013) defined; “an algorithm is an iterative procedure whose 
 aim  is  to  generate  new,  better  solutions  from  the  current  solution  set  so  that  the  best 
 solution can be reached in a finite number of steps, ideally, as few steps as possible”.  


Parejo, Ruiz-Cortés, Lozano, & Fernandez, (2012) defined metaheuristic “an iterative 
 process that guides the operation of one or more subordinate heuristics (which may be 
 from a local search process, to a constructive process of random solutions) to efficiently 
 produce quality solutions for a problem”. 


These definitions highlight that metaheuristics are iterative procedures. Therefore, the 
 iteration strategy is one of the fundamental aspects of a population-based metaheuristic 
 algorithm. Other aspects of metaheuristics mentioned are the importance of a balance of 
 exploration and exploitation. 
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(40)Traditionally, the iteration strategy of population-based algorithm can be categorized 
 into synchronous and asynchronous update strategies. The strategy differentiates how the 
 population goes through steps 2 and 3 of Algorithm 2.1 as well as influences the flow of 
 the information  within the  population.  In synchronous update strategy, the state of the 
 whole population is known prior to new solutions generation. Hence, generation of new 
 candidate  solutions  in  synchronous  update  is  done  using  same  information.  This 
 strengthen the exploitation in the population-based algorithm that employs synchronous 
 update strategy. On the other hand, lack of synchronicity in asynchronous update allows 
 the population’s candidate solutions to be updated using nonuniform information, which 
 encourages exploration by the agents.  


2.2.1.1  Synchronous Update Strategy 


In synchronous update strategy, the execution of the metaheuristic algorithms’ steps 
 is  group  oriented,  where  the  agents’  evaluation  in  step  2  is  carried  out  for  the  whole 
 population  prior  to  execution  of  step  3  by  the  entire  population.  This  is  the  default 
 iteration  strategy  of  many  members  of  the  population-based  optimization  algorithms 
 family. Algorithms such as PSO, GSA, SKF, ant colony optimization and bees algorithm 
 (Pham,  Ghanbarzadeh,  &  Koc,  2006),  were  introduced  with  a  synchronous  update 
 strategy.  


The  general  pseudocode  of  a  synchronous  population-based  algorithm  is  shown  in 
 Algorithm  2.2.  In  synchronous  update  strategy,  after  initialization,  step  2  of  a 
 metaheuristic algorithm, which is the performance evaluation, is executed for all agents. 


This  is  followed  by  the  generation  of  the  population’s  next  possible  solutions.  The 
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(41)1  : 
 2  : 


3  : 
 4  : 


Random initialization of possible solutions 
 For 𝑖 = 1: 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑔𝑒𝑛𝑡 


Agent ith evaluation 
 End 


For 𝑖 = 1: 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑔𝑒𝑛𝑡 


Generate next solution for agent ith  
 End 


Repeat step 2&3 if stopping condition is not met, else end the algorithm and report 
 the best found solution 


Algorithm 2.2: General Steps of Population-based Metaheuristics using 
 Synchronous Update

2.2.1.2  Asynchronous Update Strategy 


In  asynchronous  update  strategy,  the  metaheuristics’  steps  are  viewed  as  individual 
 tasks.  The  agents  within  a  population  execute  their  optimization  steps  individually, 
 independent of each other. After an agent completes its fitness evaluation, its new solution 
 is immediately generated without the need to wait for other agents in the population to 
 complete their evaluation.  


The general pseudocode of sequential programming population-based algorithms with 
 asynchronous iteration strategy is shown in Algorithm 2.3. Only one loop exists in the 
 asynchronous  update  population-based  algorithms.  Steps  2  and  3  of  a  metaheuristic 
 algorithm are conducted within the same loop. An agent is evaluated and updated before 
 the next agent is evaluated and updated. 


1  : 
 2  : 
 3  : 
 4  : 


Random initialization of possible solutions 
 For 𝑖 = 1: 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑔𝑒𝑛𝑡 


Agent ith evaluation 


Generate next solution for agent ith  
 End 


Repeat step 2&3 if stopping condition is not met, else end the algorithm and report 
 the best found solution 


Algorithm 2.3: General Steps of Population-based Metaheuristics using 
 Asynchronous Update
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(42)2.2.2  Metaheuristics and No Free Lunch Theorem 


Even though many new or modified metaheuristic algorithms have been proposed, no 
 universally the best algorithm exist (Yang, 2012c). An algorithm can be better for a set 
 of  problems  and  performs  badly  for  another  set  of  problems,  which  can  be  solved  by 
 another algorithm efficiently. This is known as the “no free lunch theorem” (Wolpert & 


Macready,  1997).  The  no  free  lunch  theorem  has  motivated  many  researchers  to  keep 
 proposing new optimizers or to keep improving existing algorithms. 


2.2.3  Exploration and Exploitation 


According  to  Cheng,  Shi,  &  Qin  (2011),  Khajehzadeh  et  al.  (2011),  Talbi  (2009), 
 Yang, Deb, & Fong (2014), and  Yang (2012b, 2013), the key to a good metaheuristics 
 algorithm is a balance between exploration and exploitation.  


Exploration is related to the diversification of the agents, while exploitation is agent’s 
 intensification  of  its  search  within  an  area,  in  order  to  refine  candidate  solution. 


Exploration helps the agents to ensure the search area to be extensively searched, so that 
 area  with  good  solution  is  not  overlooked.  On  the  other  hand,  exploitation  allows  the 
 agents to fine-tune their search.  


Without proper control of exploration and exploitation by the agents, an algorithm is 
 prone  to  premature  convergence  or  no  convergence  at  all  if  focus  is  too  strong  on 
 exploration.  Premature  convergence  is  a  major  concern  in  optimization,  especially  in 
 solving multimodal problems. It may cause agents to be trapped within local optima thus 
 reducing the chance to find a global optimum. One of the factor that causes premature 
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(43)subsection of the search area. Thus, if the optimal solution is not within this subsection, 
 the chance of finding an optimal solution is minimal. Exploration is important in solving 
 multimodal  problems.  However,  exploitation  is  also  important  in  fine  tuning  the 
 candidate  solution.  The  two  fundamental  components  of  metaheuristics,  which  are 
 randomness  and  the  best  candidate  solution  manipulation,  help  in  providing  a  balance 
 between exploration and exploitation (Yang, 2012c). The randomness allows the agents 
 to  look  for  other  candidate  solutions  instead  of  focusing  on  the  current  candidate 
 solutions, while manipulation of the best candidate solution allows the agents to fine tune 
 the best candidate solution so that possibly a better candidate can be found. 


2.2.3.1  Diversity  


Diversity  is  highly  related  to  the  distribution  of  agents  in  the  search  space.  High 
 distribution  of  agents  allows  exploration  of  the  search  space,  while  low  distribution 
 allows exploitation and intensification of the search within a subarea of the search space. 


Therefore, the information of agents’ diversity can be used to analyze the exploration and 
 exploitation state of a population. Diversity can also be used to control the agents’ search. 


As a rule of thumb, high diversity is preferred in the early stage of the search when more 
 exploration should be emphasized, while a reduction in diversity is desired as the search 
 progresses. Reduction of diversity allows intensification, i.e. exploitation. 


In  (Cheng  &  Shi,  2011),  𝐿1  normalized  diversity  measurements  for  PSO  was 
 presented.  Three  measurements  were  discussed,  which  are  position  diversity,  velocity 
 diversity, and cognitive diversity. The position diversity reflects  the distribution of the 
 solutions  in  the  search  space.  When  the  solutions  are  highly  distributed  in  the  search 
 space, the position diversity is higher, whereas, when they are distributed within a smaller 
 area,  the  diversity  is  smaller.  The  velocity  diversity  shows  the  activity  of  the  PSO’s 
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(44)particles.  The  tendency  of  the  swarm  to  expand  its  search  is  shown  by  high  velocity 
 diversity, while low velocity diversity shows reduced activity signifying the convergence 
 of  the  swarm.  The  cognitive  diversity  represents  the  diversity  of  the  best  personal 
 candidate  solutions  (𝒑𝑩𝒆𝒔𝒕𝒊)  found  by  the  particles.  As  the  swarm  converges,  the 
 particles shared almost the same 𝒑𝑩𝒆𝒔𝒕𝒊, thus small value of cognitive diversity.  


Among these three diversity measurements, position diversity is applicable for all type 
 of metaheuristics. The other two are exclusively for PSO,  as not all algorithms have  a 
 velocity and cognitive memory. The PSO’s position diversity represents solutions spread 
 within the search space, the position diversity is an attribute shared among all algorithms. 


Hence, the position diversity is adopted in this work. 


The  position  diversity  is  calculated  as  follows.  The  calculation  starts  with  the 
 computation of the mean position, 𝑥̅𝑑 for each dth dimension of the population, 


𝑥̅𝑑 = 1
 𝑁∑ 𝑥𝑖𝑑


𝑁


𝑖=1


(2.2) 


In  equation  2.2,  agent ith  position  in  dimension dth  is  represented  as, 𝑥𝑖𝑑  and 𝑁  is 
 presenting  the  number  of  agents  in  the  population.  Next,  the  diversity  of  the  agents’ 
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