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(4)ABSTRACT

The  classification  of  desired  peaks  in  event-related  electroencephalogram  (EEG) 
 signals  becomes  a  challenging  problem  for  brain  signals  researchers.  The  reasons  are 
 mainly because of the peak in the  signals  have been contaminated with various noises, 
 the nature of non-stationary EEG signals, many peaks candidates in the signals, and the 
 peak  features  relative  to  the  baseline  amplitude,  time,  and  different  users.  Many  peak 
 classification  algorithms  have  been  introduced  for  various  EEG  signals  applications. 


However,  the  developed  algorithms  only  consider  the  selected  features  from  a  peak 
model based on the understanding of the EEG signals characteristics. The utilization of 
different  existing  models  cannot  assure  giving  the  best  classification  performance  for 
other  event-related  EEG  signals  applications.  For  a  fair  performance  evaluation,  the 
selection of the best peak model requires experimental exploration  by using a common 
and  unbiased  classification  approach.  This  thesis  aims  to  provide  a  high  and  good 
generalized  peak  classification  performance through  the application of an  optimization 
approach  with  the advantageous  of a  common  classification  method  for  finding a new 
optimal  combination  of  peak  features.  At  first,  a  peak  classification  algorithm  is 
developed  based  on  the  general  following  processes  including  peak  candidate 
identification, feature extraction, and classification. Four different existing peak models 
with the associated  features  and  full  features  set  model  are  considered  as inputs to the 
classifier. The  four peak models are  named as Dumpala,  Acir,  Liu, and Dingle  models 
whereas  the  full  features  set  model  consists  of  16  peak  features.  Three  event-related 
EEG signals that recorded from 30 voluntary of healthy subjects, namely as a single eye 
blink,  double  eye  blink,  and  eye  movement  signals  are  employed.  All  subjects  are 
instructed to direct their eye blinks and horizontal gaze in response to a voice cue. In the 
preliminary  study,  the  algorithm  is  evaluated  on  the  four  different  peak  models  of  the 



(5)three  EEG  signals  using  the  artificial  neural  network  (ANN)  with  particle  swarm 
optimization  (PSO)  as  learning  algorithm.  Unfortunately,  the  ANN  classification 
method  cannot  provides  the  fast  learning  speed  once  it  integrates  with  the  PSO.  The 
study  continued  with  other  classification  technique  which  is  neural  network  with 
random  weights  (NNRW).  Next,  four  recently  introduced  optimization  algorithms  are 
employed  as  feature  selector,  namely  as  1)  angle  modulated  simulated  Kalman  filter 
(AMSKF),  2)  binary  simulated  Kalman  filter  (BSKF),  3)  local  optimum  distance 
evaluated  simulated  Kalman  filter  (LocalDESKF),  and  4)  global  optimum  distance 
evaluated  simulated  Kalman  filter  (GlobalDESKF).  This  study  resulted  in  a  new 
generalized  model  based  on  the  best  performance  among  the  four  novels  simulated 
Kalman  filter  (SKF)  approaches.  The  new  generalized  models  with  the  associated 
features that are selected using the novel feature selection approaches have substantially 
improved  the  performance  of  the  existing  models.  The  proposed  models  and  NNRW 
method  in  this  thesis  perform  at  par  with  the  existing  related  studies  of  epileptic  EEG 
events classification. 



(6)ABSTRAK 


Pengesanan  titik puncak dalam  isyarat  elektroensefalogram  (EEG)  menjadi masalah 
 yang  sangat  mencabar  untuk  dikesan  kepada  penyelidik  isyarat  otak.  Ini  disebabkan 
 kerana  puncak  pada  isyarat  telah  dicemari  dengan  pelbagai  hingar,  sifat  isyarat  EEG 
 yang tidak bergerak, banyak puncak palsu pada isyarat, dan ciri-ciri puncak pada isyarat 
 EEG  relatif  kepada  amplitud  garis  dasar,  masa,  dan  pengguna  yang  berbeza.  Terdapat 
 pelbagai  algoritma  pengesanan  puncak  yang  telah  diperkenalkan  untuk  pelbagai  jenis 
 aplikasi  dalam  isyarat  EEG.  Walau  bagaimanapun,  algoritma  yang  telah  dibangunkan 
 hanya mengambil kira ciri-ciri terpilih daripada model puncak berdasarkan pemahaman 
 asas  ciri-ciri  dari  isyarat  EEG.  Penggunaan  model  yang  sedia  ada  tidak  menjamin 
 memberi  prestasi  pengesanan  yang  terbaik  kepada  aplikasi  EEG  isyarat  yang  lain. 


Untuk  menilai  secara  saksama,  pemilihan  model  puncak  yang  terbaik  memerlukan 
penerokaan secara eksperimen  dengan  menggunakan pendekatan klasifikasi  umum  dan 
tidak  berat  sebelah.  Dalam  kajian  ini,  kami  berhasrat  untuk  membina  pengesanan 
puncak  yang  mempunyai  prestasi  yang  terbaik.  Pada  mulanya,  kami  telah 
membangunkan  algoritma  pengesanan  puncak  berdasarkan  proses  berikut  termasuk 
mengenalpasti puncak calon, pengekstrakan ciri, dan klasifikasi. Empat model sedia ada  
dengan  ciri-cirinya  adalah  dianggap  sebagai  input  kepada  pengelas.  Empat  model 
puncak  tersebut  adalah  Dumpala,  Acir,  Liu,  dan  Dingle  dan  semua  ciri  model  terdiri 
daripada  16  ciri-puncak.  Tiga  aktiviti  daripada  isyarat  EEG  direkodkan  daripada  30 
peserta  kajian  yang  sihat,  iaitu  aktiviti  mata  berkelip  satu  kali,  mata  berkelip  dua  kali, 
dan  isyarat  pergerakan  mata  digunakan  dalam  kajian.  Semua  peserta  kajian  telah 
diarahkan untuk  menggerakkan  mata  mereka berkelip  dan pergerakan  secara mendatar 
sebagai  tindak  balas  kepada  isyarat  suara.  Pada  kajian  awal,  algoritma  dinilai 
menggunakan  model-model  puncak  untuk  setiap  aktiviti  isyarat  EEG  dengan 



(7)tidak dapat memberi kelajuan pembelajaran yang pantas apabila ia digabungkan dengan 
teknik  pengoptimuman.  Kajian  ini  diteruskan  dengan  menggunakan  teknik  lain  iaitu 
rangkaian  neural  yang  berwajaran  rawak  (NNRW).  Seterusnya,  empat  teknik  terbaru 
diperkenalkan untuk mengenalpasti ciri-ciri puncak yang terbaik. Teknik tersebut adalah 
sudut  modulat  simulasi  turas  Kalman  (AMSKF),  perduaan  simulasi  turas  Kalman 
(BSKF),  optimum  setempat  jarak  ternilai  simulasi  turas  Kalman  (LocalDESKF),  dan 
optimum  global  jarak  ternilai  simulasi  turas  Kalman  (GlobalDESKF).  Kajian  ini 
menghasilkan  model  umum  baru  berdasarkan  prestasi  yang  terbaik  di  kalangan  empat 
teknik  tersebut.  Model  umum  baru  bersama  ciri-ciri  puncaknya  yang  dipilih 
menggunakan  empat  teknik  tersebut  telah  berupaya  meningkatkan  prestasi  model 
puncak  yang  sedia  ada.  Model-model  yang  dicadangkan  dan  teknik  NNRW  di  dalam 
tesis  ini  mempunyai  prestasi  yang  setara  dengan  kajian  sedia  ada  daripada  klasifikasi 
acara isyarat EEG untuk penyakit epilepsi. 
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(23)CHAPTER 1: INTRODUCTION

1.1 Research Background

Electroencephalogram  (EEG)  is  a  well  known  type  of  non-invasive  recorded  brain 
 signals. The EEG signals are acquired using electrodes which are placed using the 10-20 
 international  electrode  placement  system  (Klem  et  al,  1999). The  EEG  signals  contain 
 an  electrical  activity  arising  from  the  brain  response  to  the  cerebral  activities  such  as 
 mental  task,  event-related  desynchronization,  evoke  potential,  and  slow  cortical 
 potential.  Other  human  activities  also  can  be  recorded  using  EEG  through  brain 
 response  from  horizontal  eye  movements,  eye  blinks,  head  movements,  left  and  right 
 hand movements, left and right leg movements and finger movements. 


EEG  signals  have  become  a  growing  interest  in  research  that  are  widely  used  for 
 various  real  applications  such  as  brain-computer  interface  (BCI)  (Nicolas-Alonso  & 


Gomez-Gil, 2012), human-machine interface (HMI) (Ramli et al, 2015), diagnosing and 
monitoring  epilepsy  (Acir,  2005),  diagnosing  stroke  patients  (Zappasodi  et  al,  2014), 
tracking eye gaze (Adam, Shapiai, et al, 2014), and continuous monitoring critically ill 
patients  in  coma  (Claassen  et  al,  2013).  The  HMI,  BCI,  and  tracking  eye  gaze 
applications  are  specifically  developed  to  assist  physical  impaired  people  on  verbal 
communication  and  controlling  devices.  Nowadays,  the  utilization  of  an  advanced 
processing method makes the EEG signals has efficiently  been used for those particular 
applications. However, there are still many researches required to be done for the further 
development process. 



(24)1.2 The  Significance  of  Peak  Detection  Algorithm  in  Event-related  Signals 
 Classification  


The  utilization  of  peak  classification  algorithm  has  become  the  most  significant 
 approach in several physiological signals applications  such as the detection of epileptic 
 EEG signals (Acir et al, 2005; Y. C. Liu et al, 2013), the detection of P300 response in 
 the  EEG  signals  (N.  Xu  et  al,  2004),  photoplethysmogram  (PPG)  monitoring  (M. 


Elgendi  et  al,  2013),  electrocardiogram  (ECG)  monitoring  (Mohamed  Elgendi  et  al, 
 2016; Kim & Shin, 2016; Tafreshi et al, 2014), the analysis of gastric electrical activity 
 (ECA)  (Dumpala  et  al,  1982),  and  the  detection  of  eye  gaze  direction  applications 
 (Adam, Shapiai, Mohd Tumari, Mohamad, & Mubin, 2014). In those applications, peak 
 classification  algorithm  is  typically  located  in  the  first  step  of  a  classification  process. 


For  example,  in  epilepsy  detection  application,  epilepsy  may  occur  when  recurrent 
peaks  are  detected  in  the  EEG  recording  during  a  given  time  interval  by  any 
immediately  identifiable  cause.  A  similar  approach  is  used  for  the  detection  of 
horizontal  eye  gaze  direction  application.  Once  one  true  peak  is  identified,  a  subject 
may have shift once to the left or right direction.  P300 response also triggers a peak in 
the EEG signals. P300 is a brain response measured by electrodes covering the parietal 
lobe  in  the  presence  of  visual  and  auditory  stimuli.  Also  in  PPG  signals  monitoring, 
peak  classification  algorithm  is  employed  for  the  analysis  of  heart  rate  variability  in 
evaluating  vascular  effects.  For  the  ECG  signals,  peak  detection  is  typically  used  to 
detect a QRS complex. The QRS complex is a peak model for ECG signals including Q -
peak  point,  R-peak  point,  and  S-peak  point.  Another  important  peak  points  in  ECG 
signals  are  P-peak  point  and  T-peak  point.  The  detection  of  the  QRS  complex  is  a 
critical  part  in  numerous  ECG  signal  processing  system.  Note  that,  the  peak 
classification is just a first step in detecting an event for the variation of signals such as 



(25)not  the  whole  peaks.  Therefore,  the  classification  performances  of  the  highlighted 
 applications are not the performance of interest of peak detection research. 


1.3 The Definition of a Peak in the EEG Signals

In general, a peak point in a signal holds the highest value located  at a specific time 
 and  location.  A  peak  point  can  exist  in  the  signals  as  the  response  of  brain  on  human 
 activities  or  noise.  Some  examples  of  the  response  of  brain  on  human  activities  that 
 triggers a peak in the signals are epilepsy, eye blink, and the horizontal and vertical eye 
 movements. Some researchers focused on research to define the characteristics of a peak 
 in  the  EEG  signals.  For  example,  in  the  epileptic  EEG  signals  point  of  view,  Gloor 
 (1975)  has  defined  a  peak  as  follows:  (1)  a  restricted  triangular  transient  clearly 
 distinguishable from background activity, (2) having an amplitude of at least twice  that 
 of the preceding five seconds of background activity in any channel of EEG signals, and 
 (3) a peak signals have a duration of lower and equal than 200ms. From the response of 
 eye blink and eye movements in the EEG signals, Iwasaki et al (2005) have pointed out 
 that  the  amplitude  of  peak  points  are  different  from  one  subject  to  another  and  it  can 
 vary from 600µV to 1100µV.  Another research work by  Sovierzoski et al (2008), have 
 analyzed  the  electrical  behavior  of  EEG  eye  blink  events.  The  research  work  has 
 recorded  the  minimum,  maximum,  and  the  average  of  the  peak  amplitude.  The 
 minimum value of amplitude was 55μV. The maximum value of amplitude was 533μV. 


The  average  of  peak  amplitude  was  170μV.  These  findings  showed  that  the  peak 
amplitude can vary from 55μV up to 533μV and it depends on subjects. Sometimes, the 
amplitude  is  higher  than  usual  due  to  various  noises.  From  the  various  definition  of  a 
peak  in  EEG  signals,  it  can  be  understood  that  a  peak  definition  is  not  similar  to 
different events. Also, different subjects often do not produce the same peaks.  As such, 



(26)1.4 Motivation and Problem Statements  


Prominently,  one  of  the  actively  undergoing  research  works  in  EEG  signals  is  the 
 classification  of  peaks  in  the  time  domain  analysis.  The  classification  of  desired  peak 
 points becomes a challenging problem to automatically recognized due to a peak in the 
 signals  have  been contaminated  with  various  noises, the  nature of  non-stationary EEG 
 signals, and its  relative to the  baseline amplitude, time, and  different users. In the time 
 domain analysis, previously, there are  four different  peak models  with associated  peak 
 features, namely Dumpala, Acir, Liu, and, Dingle models that have been used  as inputs 
 for classification in peak detection algorithm. Three peak models, which are  Acir, Liu, 
 and  Dingle,  have  been  successfully  employed  in  EEG  epilepsy  application  while 
 Dumpala  peak  model  has  successfully  been  used  for  Electric  Control  Activity  (ECA) 
 application  (Acir,  Oztura,  Kuntalp,  Baklan,  &  Guzelis,  2005;  Dingle  et  al,  1993; 


Dumpala,  Reddy,  & Sarna, 1982; H. S. Liu et al, 2002). The utilization of a particular 
peak model is to detect true peaks in a particular application. This method has proved to 
achieve good detection performance especially for epilepsy application. As pointed out 
by  Dumpala,  Reddy,  and  Sarna  (1982),  Acir,  Oztura,  Kuntalp,  Baklan,  and  Guzelis 
(2005),  H.  S.  Liu,  Zhang,  and  Yang  (2002),  and  Dingle,  Jones,  Carroll,  and  Fright 
(1993),  their  detection  system  with  the  selected  peak  model  and  subsequent  processes 
contributed  to  the  good  detection  performance.  Although  good  detection  performance 
has  been  achieved  in  (Acir,  Oztura,  Kuntalp,  Baklan,  &  Guzelis,  2005;  Dingle,  Jones, 
Carroll,  &  Fright,  1993;  Dumpala,  Reddy,  &  Sarna,  1982;  H.  S.  Liu,  Zhang,  &  Yang, 
2002), yet these approaches use various types of peak detection algorithms on different 
peak  models.  The defined  models,  however,  cannot assure  will give  the best  detection 
performance  for  other  EEG  signals  applications.  Therefore,  there  are  needs  for  further 
research on the  evaluation of  detection  performance using  the combination of  different 



(27)types  of  peak  models  in  a  common  and  unbiased  classification  approach  for  a  fair 
 evaluation in finding the best model.  


The  classification  approaches  that  have  frequently  been  used  for  EEG  signals  peak 
 classification algorithm consist of rule-based (Adam et al, 2015; Dingle, Jones, Carroll, 


&  Fright,  1993;  Dumpala,  Reddy,  &  Sarna,  1982),  AdaBoost  (H.  S.  Liu,  Zhang,  & 


Yang, 2002), radial basis  function network  (Acir, Oztura,  Kuntalp, Baklan, & Guzelis, 
2005), support vector machine (Y. C. Liu, Lin, Tsai, & Sun, 2013), radial basis support 
vector  machine  (Acir,  Oztura,  Kuntalp,  Baklan,  &  Guzelis,  2005),  artificial  neural 
network  (ANN)  (H.  S.  Liu,  Zhang,  &  Yang,  2002),  and  expert  system  (Dingle,  Jones, 
Carroll, & Fright, 1993; H. S. Liu, Zhang, & Yang, 2002). The best peak model can be 
determined by using those particular classification methods. However, the classification 
methods  cannot  provide  the  fast  learning  speed  once  it  integrates  with  metaheuristic-
based  feature  selection techniques  for  selecting the best  peak model. The  classification 
method  that  provides  the  fast  learning  speed  and  learning  without  iterative  tuning 
becomes more superiority to be used in this study. The common classification approach 
that  follows those criteria is a  neural  network  with random weights (NNRW) classifier 
(Schmidt,  1992).  Generally  in  NNRW,  the  input  weights  (the  weights  that  are  located 
between  input  and  hidden  layer)  and  biases  at  hidden  layer  are  randomly  chosen.  The 
output  weights  (the  weights  that  are  situated  between  hidden  and  output  layer)  can  be 
determined  by  using  Moore-Penrose  generalized  inverse.  This  kind  of  approach  has 
been  proven  to  achieve  a  good  and  generalized  classification  performance  in  different 
applications (Cao et al, 2015; J. Lu et al, 2014). Therefore, this study aims to produce a 
good and generalized performance for EEG signal peak  classification application using 
the advantageous of the NNRW approach. 



(28)From the preliminary experimental results on evaluation of the existing peak models 
 into the individual NNRW classifier, none of the existing models perform adequately in 
 all  event-related  EEG  signals  peak  classification  (e.g.,  single  eye  blink,  double  eye 
 blink,  and  eye  movement  signals).  For  example,  Liu  model  only  performed  on  single 
 eye blink and double eye blink signals but the classification performance dropped when 
 evaluating  to  eye  movement  signals.  Recently,  to  properly  determine  the  best  and 
 generalized  peak  model  in  all  event-related  EEG  signals  are  still  open  problems  for 
 further  research.  Through  this  study  in  finding  the  best  and  generalized  peak  models, 
 new  approaches  are  proposed  based  on  four  novel  optimization  algorithms,  namely  as 
 angle  modulated  simulated  Kalman  filter  (AMSKF),  binary  simulated  Kalman  filter 
 (BSKF), local optimum distance evaluated simulated Kalman filter (LocalDESKF), and 
 global  optimum  distance  evaluated  simulated  Kalman  filter  (GlobalDESKF).  In  the 
 conducted experiment, 11781 samples of peak candidate are employed in this study for 
 the validation purpose. The samples are collected from the three different event-related 
 EEG signals.   


1.5 Objectives of the Study

Without  precisely  determining  the  peak  model  from  the  set  of  features,  the  best 
 classification  performance  only  depends  on  the  design  of  subsequent  processes,  for 
 example, classification process. To find the best and generalized peak model, therefore, 
 five main directions are highlighted in this study:  


i.  To  fairly  evaluate  the  performance  of  the  four  different  peak  models 
including  Dumpala,  Acir,  Liu,  and  Dingle  models  and  then,  suggest  the 
best peak model using individual ANNPSO and NNRW classifiers.  



(29)ii.  To  introduce  four  new  feature  selection  methods  using  AMSKF,  BSKF, 
 LocalDESKF,  and  GlobalDESKF  algorithms  for  achieving  the  highest 
 performance  of  peak  detection  of  EEG  signals  in  the  time  domain 
 approach.  


iii. To introduce four new generalized peak models generated by the proposed 
 AMSKF,  BSKF,  LocalDESKF,  and  GlobalDESKF  feature  selection 
 algorithms. 


iv. To compare the classification performance of the existing peak models and 
 the new generalized models. 


v.  To apply the four proposed models to epileptic EEG events classification.  


1.6 Main Contributions

Preliminary,  three  main  contributions  of  this  study  are  determined.  The  three  main 
 contributions are expressed in the following subsection.  


1.6.1 First Contribution 


At first, the best peak model for three different EEG signals (single eye blink, double 
eye  blink,  and  eye  movement  signals)  have  been  identified  using  ANN  classifier  with 
particle  swarm  optimization (PSO) as learning algorithm. It  has  been observed that the 
best test performance, in average, is 91.94%, 87.47%, and 87.6%  for  single  eye blink, 
double  eye  blink,  and  eye  movement  signals,  respectively.  These  results  indicate  that 
the Acir and Dingle peak models offer high accuracy of peak detection as compared to 
other models for the two eye blink signals and eye movement signals, respectively. The 
result of statistical analysis indicates that the Acir peak model is better than Dingle and 
Dumpala  peak models  for  single and  double  eye  blink  signals.  Moreover,  the result  of 



(30)1.6.2 Second Contribution 


Secondly,  a  fair  evaluation  of  the  detection  performance  of  the  four  different  peak 
 models and full feature set using NNRW classifier has been accomplished. In this study, 
 the  NNRW  is  firstly  employed  into  peak  detection  algorithm  of  EEG  signals  for 
 classification.    Based  on  the  final  experimental  results,  it  was  found  that  the  Dingle 
 model gave the best performance, with 72% accuracy in the analysis of real EEG data. 


Statistical  analysis  conferred  that  the  Dingle  model  afforded  significantly  better  mean 
 testing  accuracy  than  did  the  Acir  and  Liu  models,  which  were  in  the  range  37-52%. 


Meanwhile,  the  Dingle  model  has  no  significant  difference  compared  to  Dumpala 
 model. This  study also observes that defining more peak features does not guarantee in 
 producing  better  accuracy  on  EEG-based  horizontal  eye  movement  signal  application. 


Based  on  the  experimental  results,  the  mean  of  testing  accuracy  only  can  achieve  at 
 36.9%. However,  determining  the optimal  model  from the  selected  features associated 
 with  the  advantageous  of  common  classification  platform  is  the  best  approach  to  gain 
 the accuracy of detection performance. 


1.6.3 Third Contribution

The third contribution of this study are expressed as follows: (1) to employ a recently 
introduced  population-based  metaheuristic  optimization  algorithm  for  feature  selection 
in  EEG  signals  peak  classification  using  AMSKF,  BSKF,  LocalDESKF,  and 
GlobalDESKF,  (2)  to  firstly  employ  the  NNRW  into  peak  detection  algorithm  for 
classification and feature selection, and (3) to propose new generalized peak models for 
EEG  signals  peak  classification  based  on  the  features  selected  by  AMSKF,  BSKF, 
LocalDESKF,  and  GlobalDESKF.  For  the  benchmarking  purpose,  four  different 
existing peak models and full features set are considered in this study. The experimental 
results indicate that the four new combinations of peak features that are produced by the 



(31)proposed  AMSKF, BSKF, LocalDESKF, and GlobalDESKF techniques  perform better 
 accuracy  compared  to  the  NNRW  with  the  conventional  peak  models.  The  four 
 proposed  peak  models  are  then  used  for  classification  of  epileptic  EEG  events 
 application. 


1.7 Outline of Thesis 


In  following  five  chapters,  the  development  of  a  feature  selection  approach  to 
 produce  a  generalized  model  for  even-related  EEG  signals  peak  classification  is 
 presented. Chapter 2 reviewed the research works related to peak detection algorithm in 
 event-related  EEG  signals  classification  that  have  been  published  so  far.  The  review 
 was  focused  on  three  main  aspects:  (1)  a  review  of  the  existing  algorithm  for  peak 
 classification, (2) a review of the existing peak models in time domain approach, and (3) 
 a  review  of  the  existing  feature  selection  methods  in  the  EEG  signals  peak  detection 
 algorithm. 


Chapter  3  detailed  the  step  by  step  approaches  of  EEG  signals  peak  detection 
 algorithm.  Two  famous  ANN  classifiers  were  discussed  in  this  chapter  which  is 
 ANNPSO  and  NNRW.  The  associated  features  of  the  existing  peak  models  are 
 considered as inputs to the ANNPSO and NNRW. Two experiments were conducted to 
 both  classifiers  in  order  to  evaluate  the  classification  performance  of  the  existing 
 models.  Discussion  on  the  experimental  results  obtained  to  find  an  appropriate 
 classification approach for the algorithm and at the meantime determine the best model 
 among the existing models. 


Chapter  4  describes  the  proposed  generalized  models,  which  are  produced  by  the 
proposed  AMSKF,  BSKF,  LocalDESKF,  and  GlobalDESKF  feature  selection 



(32)variant  of  the  SKF  algorithms  and  the  implementation  of  the  algorithms  as  a  feature 
 selector  for  peak  classification.  The  experimental  setups  are  also  presented  to 
 demonstrate  the  selection  and  classification  processes  of  peaks  in  EEG  signals. 


Experimental  results  and  discussions  indicating  the  performance  of  these  feature 
 selection  techniques  are  also  shown.  To  measure  the  effectiveness  of  the  proposed 
 models, the performance of the proposed models and the existing models are discussed.   


Chapter  5  presents  the  application  of  the  proposed  work  on  EEG  epileptic 
classification.  Finally,  the  conclusions  and  suggestions  for  the  future  research  are 
described in Chapter 6. 



(33)CHAPTER 2: LITERATURE REVIEW

2.1 Introduction

The literature review consists of  three groups  which are (1) a review  of the existing 
 algorithms  for  peak  classification,  (2)  a  review  of  the  existing  peak  models  in  time 
 domain approach, and (3) a review of the existing feature selection methods in the EEG 
 signals peak detection algorithm.  


2.2 The Existing Algorithms for Peak Classification  


To date, variety approaches of peak  classification algorithms  have  been  introduced. 


The  algorithms  can  be  categorized  into  four  main  approaches  based  on  time  domain 
 (Acir  &  Guzelis,  2004;  Acir,  Oztura,  Kuntalp,  Baklan,  &  Guzelis,  2005;  Barea  et  al, 
 2012;  Dingle,  Jones,  Carroll,  &  Fright,  1993;  Dumpala,  Reddy,  &  Sarna,  1982;  H.  S. 


Liu, Zhang, & Yang, 2002; W. Lu et al, 2006; Manikandan & Soman, 2012; L. Xu et al, 
 2008),  frequency  domain  (Juozapavi  et  al,  2011),  time-frequency  domain  (H.  S.  Liu, 
 Zhang,  &  Yang,  2002;  Senhadji  &  Wendling,  2002),  and  nonlinear  (Putignano  et  al, 
 2012).  In  time  domain  approach,  the  peaks  are  analyzed  against  time.  In  frequency 
 domain approach, the peaks are analyzed against frequency. In time-frequency  domain 
 approach,  the  peaks  are  analyzed  in  both  time  and  frequency  domain.  In  nonlinear 
 approach, some statistical parameters of the peaks are analyzed.  


The  general  framework  of  peak  classification  algorithm  usually  involves  several 
processes which are signal pre-processing, peak candidate detection, feature extraction, 
and  classification.  Various  signal  pre-processing  methods  have  been employed  such as 
data  compression  (Bonner  et  al,  1972),  wavelet  transform  (Indiradevi  et  al,  2008), 
Kalman  filter  (Oikonomou  et  al, 2007), and Hilbert  transform  (Manikandan  & Soman, 



(34)points sliding window method (Dumpala, Reddy, & Sarna, 1982) and k-point nonlinear 
 energy operator (k-NEO)  method  (Y.  C. Liu, Lin, Tsai,  & Sun, 2013). Various  feature 
 extraction techniques have been proposed which are model-based (Y. C. Liu, Lin, Tsai, 


&  Sun,  2013),  wavelet  analysis  (Sinno  &  Tout,  2008),  template  matching  (Ji  et  al, 
 2011), and power spectra analysis (Exarchos et al, 2006). The classification approaches 
 that  have  frequently  been  used  for  EEG  signals  peak  detection  consist  of  rule-based 
 (Adam,  Ibrahim,  Mokhtar,  Shapiai,  &  Mubin,  2015;  Dingle,  Jones,  Carroll,  &  Fright, 
 1993; Dumpala, Reddy,  & Sarna, 1982), AdaBoost  (H. S.  Liu, Zhang,  & Yang, 2002), 
 radial basis function network (Acir, Oztura, Kuntalp, Baklan, & Guzelis, 2005), support 
 vector machine (Y. C. Liu, Lin, Tsai, & Sun, 2013), radial basis support vector machine 
 (Acir, Oztura,  Kuntalp, Baklan,  & Guzelis, 2005), artificial  neural  network  (H. S. Liu, 
 Zhang, & Yang, 2002), and expert system (Dingle, Jones, Carroll, & Fright, 1993; H. S. 


Liu, Zhang, & Yang, 2002). 


In this  study,  several  peak  classification algorithms in the time domain analysis are 
 highlighted. Dumpala, Reddy, and Sarna (1982) have introduced the utilization of three 
 points  sliding  window  and  threshold-based  classification.  The  theory  of  maxima  and 
 minima  using  three-point  sliding  window  approach  has  been  applied  to  detect  a 
 candidate peak. Two flowcharts of peak detection have been proposed. A predicted peak 
 can  be  identified  if  the  feature  values  are  satisfied  the  decision  threshold  values.  The 
 authors  claimed  that  the  proposed  peak  classification  algorithm  can  be  used  to  other 
 biological signals.  


Dingle,  Jones,  Carroll,  and  Fright  (1993),  use  two-threshold  systems  to  detect  a 
candidate  peak.  An  expert  system  which  considered  both  spatial  and  temporal 
contextual  information  has  been  used  to  reject  the  artifacts  and  classify  the  transient 



(35)Wavelet transform has been used to decompose the EEG signals by H. S. Liu, Zhang, 
 and Yang (2002). Based on the decomposed signals, seven peak features are calculated. 


These  features  are  used  as  the  input  of  ANN  classifier.  An  expert  system  which 
 considered both spatial and temporal contextual information has been used to reject the 
 artifact.  Several  heuristic  rules  have  been  employed  to  distinguish  the  type  of  artifact. 


After  all  artifacts  are  recognized  ad  rejected,  the  decision  will  be  made  to  classify  the 
 epileptic events. 


Acir,  Oztura,  Kuntalp,  Baklan,  and  Guzelis  (2005),  have  introduced  a  three  stages 
 procedure  based  on  ANN  for  the  detection  of  epileptic  peaks.  The  EEG  signal  is 
 transformed  into  the  time-derivative  signals.  Several  rules  have  been  used  to  detect  a 
 peak candidate. The features of peak candidate are calculated  and fed into two  discrete 
 perceptron classifiers to classify into three groups: definite peak, definite non-peak, and 
 possible/possible  non-peak.  The  peak  that  belongs  in  the  third  group  is  going  further 
 process by nonlinear classifier. Different peak detection algorithm based on a modified 
 radial  basis  function network (RBFN)  and  discrete  perceptron  classifiers  has also  been 
 invented  by  Acir  (2005)for  the  detection  of  epileptic  spikes.  k-NEO  method  has  also 
 been used by Y. C. Liu, Lin, Tsai, and Sun (2013) to detect a candidate peak. The peak 
 features are calculated and then used as the input of the AdaBoost classifier. 


2.3 The Existing Peak Models based on the Time Domain Analysis

The first conventional peak model in the time domain analysis has been introduced in 
Dumpala’s  peak  detection  research    (Dumpala,  Reddy,  &  Sarna,  1982).  The  defined 
peak model comprises of four features, which are (1) the amplitude of the magnitude of 
peak  point  and  the  magnitude  of  valley  point  at  the  first  half  wave,  (2)  the  width 



(36)wave.  A peak point is a point that holds the  maximum  value  located  at a specific time 
 and  location  on  the  signals.  However,  a  valley  point  is  a  vice  versa  a  peak  point.  A 
 similar  definition  of  the  peak  amplitude  and  slopes  are  also  been  used  in  (Acir  & 


Guzelis,  2004;  Acir,  Oztura,  Kuntalp,  Baklan,  &  Guzelis,  2005;  L.  Xu,  Meng,  Liu,  & 


Wang, 2008).  


An  additional  feature  of  peak  amplitude  and  two  features  of  the  peak  width  have 
 been introduced by  Acir, Oztura, Kuntalp, Baklan, and Guzelis (2005) to detect a peak 
 of  EEG  epileptic  signals.  The  additional  peak  amplitude  is  the  amplitude  of  the 
 magnitude of peak point and the magnitude of valley point of the second half wave. The 
 peak  widths  are  the  width  between  peak  point  and  valley  point  of  first  half  wave  and 
 second  half  wave.  The  total  features  that  are  introduced  by  are  six  features.  Acir, 
 Oztura,  Kuntalp,  Baklan,  and  Guzelis  (2005)  did  not  use  the  width  feature  that  was 
 introduced  by  Dumpala,  Reddy,  and  Sarna  (1982).  A  similar  definition  of  the  peak 
 amplitudes,  widths,  and  slopes  are  also  been  used  in  (Y.  C.  Liu,  Lin,  Tsai,  &  Sun, 
 2013). In (Y. C. Liu, Lin, Tsai,  & Sun, 2013), an additional peak  feature is added  to a 
 set  of  feature  that  is  introduced  in  (Acir  &  Guzelis,  2004;  Acir,  Oztura,  Kuntalp, 
 Baklan, & Guzelis, 2005), which is the area of the peak. However, the definition of area 
 integration is not presented in the paper. 


Also, H. S. Liu, Zhang, and Yang (2002) have introduced 11 peak features. The peak 
model consists of four amplitudes; (1) the amplitude of the magnitude of peak point and 
the magnitude of valley point at the first half wave, (2) the amplitude of the magnitude 
of  peak  point  and  the  magnitude  of  valley  point  of  the  second  half  wave,  (3)  the 
amplitude of the magnitude of peak and the magnitude of turning point at the first half 
wave,  and  (4)  the  amplitude  of  the  magnitude  of  peak  and  the  magnitude  of  turning 



(37)decreases  more than 50% as  compared to  the  slope  of the  preceding  point. The  model 
 also  consists of  three  widths; (1) the  width  between valley  point at  first  half point and 
 valley point at second half wave, (2) the width between turning point at first half wave 
 and turning point at second half wave, and (3) the width between half point at first half 
 wave and half point at second half wave. Four slopes are also measured; (1) and (2) two 
 slopes  between  a  peak  point  and  valley  point  in  the  first  half  wave  and  second  half 
 wave, (3) and (4) two slopes between peak point and turning point at first half wave and 
 second half wave. 


Another peak model consists of four features, which has been introduced by Dingle, 
 Jones,  Carroll,  and  Fright  (1993).    The  peak  amplitude  is  the  difference  between  the 
 peak point and the floating mean. The floating mean is the average EEG that is centered 
 at the peak point that is also called moving average curve (MAC) (W. Lu, et al., 2006). 


The width is calculated based on the difference between the valley point at the first half 
 wave  and  the  valley  point  at  the  second  half  wave.  The  two  slopes  are  the  slopes 
 between  a  peak  point  and  valley  point  in  the  first  half  wave  and  second  half  wave. 


Recently,  M.  Elgendi,  Norton,  Brearley,  Abbott,  and  Schuurmans  (2013)  also  used 
 MAC in his study to detect systolic peak for heart rate analysis.  


Based  on  the  literature  study  of  peak  detection,  almost  all  researchers  focus  on  the 
problem  of  an  epileptic  EEG  signal.  A  review  of  peak  detection  algorithms  that  is 
employed  to the  epileptic  EEG  signal is presented  by Wilson and Emerson (2002) and 
Webber  and  Lesser  (2017).  Details  of  the  different  peak  detection  algorithms  on 
different peak models are tabulated in Table 2.1. Note that, the detection performances 
of  the  highlighted  applications  are  not  the  performance  of  interest  of  peak  detection 



(38)Table 2.1: Summary of the previous research works using various types of peak 
 detection algorithms on different peak models for various applications 


Peak Model  Input

signals 


Event  Classification 
 method 


Accuracy test of 
 event (%)  
 M. Elgendi, Norton, 


Brearley, Abbott, and 
 Schuurmans (2013) 


PPG  Heart 
 rate 
 analysis 


Thresholds, Rule-
 based 


Sensitivity: 99.89 
 Selectivity: 99.84 
 Y. C. Liu, Lin, Tsai, 


and Sun (2013) 


EEG   Epilepsy  AdaBoost   93.5 


Acir (2005)  EEG   Epilepsy  Radial basis 
 function network 
 (RBFN)  


Sensitivity: 91.1 
 Selectivity: 89.2 
 Acir, Oztura, Kuntalp, 


Baklan, and Guzelis 
 (2005) 


EEG   Epilepsy  Radial basis support 
 vector machine 
 (RB-SVM) 


Sensitivity: 89.1 
 Selectivity: 85.9 
 H. S. Liu, Zhang, and 


Yang (2002) 


EEG   Epilepsy  ANN, Expert 
 system 


90 
 Dingle, Jones, 


Carroll, and Fright 
 (1993) 


EEG   Epilepsy  Thresholds, Rule-
 based, Expert 
 system 


80 


Dumpala, Reddy, and 
 Sarna (1982) 


ECA  Gastric 
 activity 


Thresholds, Rule-
 based 


100 


2.4 The  Existing  Feature  Selection  Methods  using  Optimization  Algorithms  for 
 EEG Signals Peak Classification

One  approach  for  improving  the  peak  classification  performance  is  to  identify  the 
 best combination of peak features. Previously, several authors have defined a variant of 
 peak models based on the characteristic of the  peak of EEG signals in the time domain 
 analysis.  In  one  peak  of  EEG  signals,  there  are  several  signal  parameters  including 
 different  amplitudes,  widths,  and  slopes.  A  variety  of  peak  features  can  be  calculated 
 based  on those  signal  parameters. For instance, the  peak-to-peak amplitude  of the  first 
 and  second  half  waves,  peak  width,  ascending  peak  slopes  at  the  first  half  wave,  and 
 descending peak slope at the second half wave. All these features are used as inputs  to 
 the classification process to differentiate between the peak and non-peak of the signals. 


To  the  best  of  our  knowledge,  there  are  very  reports  a  few  studies  have  used  feature 



(39)application.  Two  methods  that  have  been  found  in  the  literature  are  particle  swarm 
 optimization  (Adam,  Shapiai,  Mohd  Tumari,  Mohamad,  &  Mubin,  2014)  and 
 gravitational search algorithm (Adam, Ibrahim, et al, 2014). Both of the methods use the 
 same classification approach which is a rule-based classifier. There are a limitation has 
 been pointed out, which the classifier tend to have poor performance with peak models 
 defining  many  peak  features.  The  classification  performance  declined  to  nil  when  the 
 classifier  employed    all  11  features  from  Liu  model  (Adam,  Shapiai,  Mohd  Tumari, 
 Mohamad, & Mubin, 2014). 


An  adequate  solution  was  achieved  in  a  shorter  time  by  utilizing  population-based 
metaheuristic  optimization  algorithms.    Many  complicated  real-world  issues  can  be 
ironed  out  by  using  these  algorithms.  These  algorithms  can  also  be  practiced  to  solve 
almost  any  optimization  problems  (Xiong  et  al,  2015).  There  are  a  variety  of 
population-based  metaheuristic  optimization  algorithms  which  have  been  created  such 
as genetic algorithm (Hooker, 1995), simulated annealing (Johnson et al, 1989), particle 
swarm  optimization  (James  Kennedy  &  Russell  Eberhart,  1995),  ant  colony 
optimization  (Dorigo  et  al,  1996),  big  bang-big  crunch  optimization  (Erol  &  Eksin, 
2006),  intelligent  water  drops  algorithm  (Shah-Hosseini,  2007),  honey  bee  mating 
optimization (Marinakis et al, 2011), firefly algorithm (X. S. Yang, 2010), gravitational 
search algorithm (Rashedi et al, 2009), harmonic search optimization (Yang, 2009), bat 
algorithm  (X.-S.  Yang,  2010),  and  black  hole  algorithm  (Hatamlou,  2013).  Thus  far, 
these optimization algorithms have  been widely applied in fields such as power system 
(Ahila  et  al,  2015),  manufacturing  (Zhang  et  al,  2015),  and  medical  (Adam,  Shapiai, 
Mohd Tumari, Mohamad, & Mubin, 2014; Bababdani & Mousavi, 2013) as a practical 
technique for feature selection.  



(40)A  new  metaheuristic  optimization  algorithm  was  recently  introduced  by  Ibrahim et 
 al.  (Zuwairie    Ibrahim  et  al,  2015)  and  this  algorithm  was  inspired  by  the  state 
 estimation  process  of  Kalman  filter.  The  new  optimizer  is  entitled  simulated  Kalman 
 filter (SKF) algorithm. There are three main processes in the principle of Kalman filter 
 which are  states prediction, state measurement, and state estimation.  Each agent acts as 
 an  individual  Kalman  filter  and  holds  a  vector  state  in  the  SKF  algorithm.  New  states 
 are predicted and new locations of agents are revised from the prediction, measurement, 
 and estimation state processes. The processes  are iteratively looped until the maximum 
 iteration  is  achieved.  The  SKF  algorithm  has  the  capability  to  find  the  most  optimal 
 solution  efficiently  while  the  performance  is  comparable  to  gravitational  search 
 algorithm  and  black  hole  algorithm  for  unimodal  optimization  problems  based  on  the 
 final  experimental  results  in  (Zuwairie    Ibrahim,  et  al.,  2015).  The  original  SKF 
 algorithm, however, cannot be used for solving discrete optimization problems. In order 
 to eradicate this problem, various binary-based SKF algorithms were introduced such as 
 Angle  modulated  SKF  (AMSKF)  (Md  Yusof,  Ibrahim,  et  al,  2016a),  Binary  SKF 
 (BSKF)  (Md  Yusof  et  al,  2015),  Local  Optimum  Distance  evaluated  SKF 
 (LocalDESKF)  (Md  Yusof,  Ibrahim,  Ibrahim,  Abd  Aziz,  et  al,  2016),  and  Global 
 Distance Evaluated SKF (GlobalDESKF) (Md Yusof, Ibrahim, et al, 2016b) algorithms. 


Based  on the  capability of  the Binary-based SKF algorithms, they  have  potential to  be 
 developed as a feature selection method. 


2.5 Summary

The existing peak classification algorithms have all been used successfully in various 
applications. However, almost no comparisons of these algorithms have been performed 
so far. For that reason, it appears as difficult to  choose  which  one the best. To address 
this  difficulty,  the  similarity  of  these  algorithms  in  the  time  domain  analysis  point  of 



(41)view  are  observed.  As  presented  in  this  chapter,  a  group  of  researchers  have  used  a 
 different  style of  frameworks but  similar  processes,  for  example, there are a variety  of 
 methods in  signal pre-processing,  peak candidate identification,  feature  extraction, and 
 classification. This is the reason why this study focused on the similar processes  in this 
 thesis work.  


The literature review also showed that every existing algorithm employed a different 
 peak  model  in  specific  event-related  EEG  signals.  The  selection  of  these  peak  models 
 with  the  associated  features  are  based  on  the  characteristics  of  the  EEG  signals. 


Consequently,  a  good  performance  of  peak  classification  is  obtained  in  the  past  work. 


However,  the  utilization  of  the  existing  peak  models  are  not  guaranteed  to  achieve 
higher performance in other event-related EEG signals peak classification. Moreover, to 
the best of our knowledge, none of the techniques based on experimental exploration to 
find the best model have been performed so far. This motivated my research explores a 
good experimental technique that can produce the best and generalized peak model for 
any  event-related  EEG  signals  peak  classification.  The  best  approach  so  far  is  feature 
selection. 



(42)CHAPTER 3: PEAK CLASSIFICATION USING THE EXISTING MODELS

3.1 Introduction

The  EEG  signals  peak  classification  algorithm  is  typically  implemented  in  the  first 
 step of the signal  classification process. That means the desired  peaks have to be firstly 
 identified,  then,  it  translate  to  a  specific  activity  such  as  epileptiform  and  eye  gaze 
 direction  activities.  For  example,  in  an  important  application  for  clinical  neurology, 
 epileptiform  activity  in  the  cerebral  cortex  is  identified  from  recurrent  spikes  in  the 
 electroencephalogram (EEG) recording during a given time interval. A similar approach 
 is used in procedures for detecting horizontal eye gaze direction, which has applications 
 for brain-machine interfacing. Furthermore, in the case of PPG signal monitoring, peak 
 detection algorithms  serve to measure heart rate  variability,  which  can  be  predictive  of 
 risk for heart disease (Shaffer et al, 2014). In all these applications, it is essential to have 
 peak classification algorithms with high performance. 


In  this  study,  a  generalized  peak  classification  algorithm  that  suits  for  any  peak 
event-related EEG signals has been developed. The procedure for the collection of EEG 
data  will  present  at  the  beginning  of  this  chapter.  This  chapter  will  also  introduce  the 
step  by  step  processes  of  the  peak  detection  algorithm.  The  processes  consist  of  four 
main  stages  including  peak  candidate  identification,  feature  extraction,  peak  model 
selection, and classification. For peak candidate identification, eight location points of a 
peak  candidate  are  recognized.  The  information  of  the  eight  points  will  be  used  in 
feature  extraction  process  in  which  will  produce  16  time  domain  peak  features.  Then, 
the  selection of  features  is guided based  on  the  existing  models i.e., Dumpala, Dingle, 
Acir, Liu, and  full  feature  set.  For  classification,  two  famous  classification approaches 
are  introduced  into  peak  classification  algorithm,  which  are  ANNPSO  and  NNRW 



(43)classifiers. The flowchart of the proposed peak classification process is shown in Figure 
 3.1. 


Figure 3.1: Flowchart of peak classification using the selection of the existing 
models 



(44)3.2 Experimental Protocols and Data Collection

The  EEG  signals  in  this  study  were  obtained  in  the  Applied  Control  and  Robotic 
 (ACR)  Laboratory,  Department  of  Electrical  Engineering,  Faculty  of  Engineering, 
 University  of  Malaya,  Malaysia.  Thirty  healthy  subjects  were  involved  voluntarily  in 
 these  data  collection  sessions  which  were  undergraduate  and  postgraduate  students  in 
 the  Faculty  of  Engineering.  The  experimental  protocol  was  approved  by  the  medical 
 ethics  committee  of  the  University  of  Malaya  Medical  Centre  (see  Appendix  A).  All 
 subjects are informed to sign a consent form in advance. 


This study involves three different cases of the EEG signals. The first  case is labeled 
 as single eye blink signals. The second case is labeled as double eye blink signals. The 
 third case is labeled as eye movement signals. The first and second cases of EEG signals 
 recording  were  conducted  using  the  g.USBamp  biological  signals  acquisition  system. 


While,  the  third  case  of  EEG  signals  recording  were  conducted  using  the  g.MOBIlab 
 portable  biological  signals acquisition  system. The scalp  electrodes arrangement  of the 
 three  different  signals  is  placed  using  the  10-20  international  electrode  placement 
 system (Klem, Luders, Jasper, & Elger, 1999). The sampling frequency for those signals 
 was set to 256 Hz. 


In  the  data  collection  session  as  shown  in  Figure  3.2,  the  subjects  were  told  to 
prepare for the external voice cue within up to 4 seconds. Appearance of the cue is voice 
command or verbal reminder for the subject to move his eyes initially forward fixation 
to  the  left,  right,  single  eye  blink,  or  double  eye  blink.  At  exactly  5  seconds  from  the 
beginning  session,  the  external  voice  cue  appears  instructing  the  subject  to  follow  the 
command.  



(45)Figure 3.2: Data collection session

The  single  blink  and  double  blink  signals  were  recorded  from  F9  channel.  The 
 reference electrode was located on the ear. The ground electrode was located on channel 
 AFz. In total, only three electrodes were used. The electrodes from the F9 channels  are 
 positioned  for  detecting  EEG  peaks  associated  with  the  brain  response  of  commanded 
 single and double eye blink. Single means the eye are blinking once while double means 
 the eye are blinking twice.  


For the data collection of single eye blink signals, the commands will appear one by 
one in the duration of 10 seconds. The sequences of the commands are single eye blink, 
shift  gaze to the right direction,  shift  gaze the  forward  direction,  single  eye blink,  shift 
gaze to the right direction, shift gaze to the forward direction. For the data collection of 
double  eye  blink  signals,  the  commands  will  appear  one  by  one  in  the  duration  of  80 



(46)to the forward direction, double eye blink,  shift gaze to the right direction,  shift gaze to 
 the forward direction, shift gaze to the left direction, shift gaze to the forward direction, 
 double  eye  blink,  shift  gaze  to  the  left  direction,  shift  gaze  to  the  forward  direction, 
 double eye blink, shift gaze to the left direction, shift gaze to the forward direction, shift 
 gaze to the right direction, shift gaze to the forward direction, and double eye blink. The 
 eyes blink that produces some peaks in the signals on channel F9 is archived as raw data 
 for analysis.  


The eye movement signals were recorded from C3 and C4 channels. The channel CZ 
 was used as a reference. The ground electrode was located on FPz channel. In total, only 
 four electrodes  were used. The  electrodes  from the C3 and C4 channels  are posi
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