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ABSTRACTS


This project is about the design and implementation of RISC 6-stage pipeline processor

for academic purpose. The main objective of this project is to improve the performance

of the current RISC32 5-stage pipeline processor that developed in Universiti Tunku

Abdul Rahman which is under Faculty of Information Technology by increasing the

stages from 5 stages to  6 stages. After reviewing the timing delay of each stage, the

longest delay of the 5-stage pipeline processor is accessing the memory stage which

will  reduce  the  performance  due  to  the  imbalance  among  the  pipeline  stages.  This

longest  delay  will  slow  down  the  clock  rate  of  the  processor.  Thus,  this  project  is

initiated to divide the memory unit (cache) into 3 stages. Cache unit access will require

3 clock cycles if cache hit detection occur. Some modifications on cache unit were done

to increase the performance of the performance. The instruction cache is pipelined at

the appropriate location while distributing the components among 3 stages to achieve a

balance stage delay.  This  project  is  modelled using  Verilog  code  and a test  program

will  be  developed  to  test  the  functionality  and  compatibility  of  the  newly  design

pipelined  cache  unit  and  RISC32.  Lastly,  Xilinx  Vivado  is  used  to  synthesis  and

implement it to get the timing delay of each stage.
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1  Chapter 1: Introduction


1.1 Background Information  1.1.1 MIPS


MIPS stand for Microprocessor without Interlocked Pipeline Stages. In 1984, the MIPS  processor is designed by researchers at Stanford University. According to Jones (2016),  RISC,  or  Reduced  Instruction  Set  Computer  processors  typically  support  small  and  simple  instruction  compared  to  CISC.  MIPS  design  for  pipelining  efficiency,  emphasizes  a  simple  load-store  instruction  set  and  competence  as  a  compiler  target  (Patterson and Hennessy, 2001, A-33). MIPS is used instead of Intel 80x86 because it  has simple design and high performance as embedded processor as well as large market  for  embedded  apps.  Nowadays,  MIPS  architecture  supports  64-bit  addressing  and  operation and high-performance floating point. This is the reason why it is popular in  the  embedded  systems  implementation  such  as  video  game  consoles.  The  MIPS  architecture products include the MIPS32 and MIPS64.


1.1.2 MIPS Instruction Format


Instruction format is the layout of the instruction bits in field. There are 3 basic types  of instruction formats. These instruction formats include:


⚫  
I-format: for arithmetic or logic, data transfer and branch.


⚫  
J-format: for j and jal.


⚫  
R-format: for all other instructions.


Figure 1.1.2.1 shows the instruction layout.


Figure 1. 1. 2. 1: Instruction layout for MIPS
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2  1.1.3 MIPS Execution Cycle


The execution of an instruction can be done in 5 basic stages and the execution of an  instruction is partially completed with each stage. These 5 basic stages include:


⚫  
IF: Instruction fetch and update PC


⚫  
ID: Instruction decode and registers fetch


⚫  
EX: Execute


⚫  
MEM: For lw and sw instruction. Data will be written and read from data memory


⚫  
WB: Write back the result data into the register file


“Stages” implies datapath resources at each stage. Figure 1.1.1 shows the instruction  execution cycles for lw instruction. Besides, the structural view for datapath is shown


in  Figure  1.1.3.1.


Figure 1. 1. 3. 1: Instruction execution cycles for lw instruction


Figure 1. 1. 3. 2: Structural view for datapath
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3  1.1.4 RISC


RISC, also known as Reduced Instruction Set Computer. It is a type of microprocessor  architecture  that  utilizes  a  small,  highly-optimized  set  of  instructions.  According  to  Gatner (n.d), RISC has 5 design principles:


▪  Single-cycle execution


▪  Hard-wired control, little or no microcode


▪  Simple instructions, few addressing modes


▪  Load and store, register to register design


▪  Efficient, deep pipelining


UC-Berkeley, Stanford, and IBM started the first RISC projects in the late 70s and early  80s.  Nowadays,  there  are  a  lot  of  computer  systems  that  take  advantage  of  a  RISC  processor. For examples, A13 Bionic, which integrated in all iPhone 11 models and the  A12X Bionic, which integrated in iPad Pro.


1.1.5 Pipelining


Pipelining is a usage strategy whereby more than 1 instruction are overlapped during  execution and it exploits parallelism that exists among the actions expected to execute  an  instruction  (Patterson  and  Hennessy,  2001,  C-2).  Performance  is  improved  by  increasing  throughput  which  is  average  instructions  completed  per  clock  cycle.  The  basic  pipeline  processor  for  RISC32  has  only  5  stages.  Figure  1.1.5.1  illustrates  the  hardware components allocate in each pipeline stages of the 5-stage pipeline processor  RISC32.


Multiplier 
 Stage 2
 I-CACHE


ALU


CP0 Multiplier 


Stage 1
 Address Decoder


D-CACHE
 Data and 


Stack 
 RAM
 SPI
 UART


GPIO Register 


File
 Register 


File
 Branch    


predictor


IF ID EX MEM WB


Main Control Block Arithmetic Logic  Control Block


Forwarding block
 Interlock block


PR 
 Controller


Boot 
 ROM


Branch    
 predictor


Figure 1. 1. 5. 1: Abstract view of 5-stage pipeline processor
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4  1.2 Problem Statement


Basic  5-stage pipeline processor increases the CPU instruction throughput. However,  clock rate of the processor is reduced due to the imbalance timing delay among the pipe  stages  since  the  clock  rate  must  fulfill  the  delay  of  the  longest  stage  to  execute  the  instruction without error (Patterson and Hennessy, 2001, C-10). This problem is very  important because it will slow down the clock rates of the processor. Table 1.2.1 shows  the timing delay for the pipeline stages. MEM stage has the longest timing delay in the  pipeline stage which is 17.75 ns. Thus, the length of the clock period must be 17.75 ns  even though the other stages have a shorter timing delay. The clock rate of the processor  is determined by the longest time delay in the pipeline stages.


Pipeline Stage  IF  ID  EX  MEM  WB


Timing delay  13.762 ns  12.366 ns  14.873 ns  17.75 ns  3.983 ns  Table 1.2.1: Timing delay for 5 pipeline stage.


*These values are derived from the post-synthesis static timing of the RISC32 using  Xilinx Vivado 2019.2 IDE. The details of the timing can be found in Appendix A.


Clock rate of 5-stage pipeline processor =
 1

17.75 ns


= 56.338 MHz


1.3 Motivation


Motivation of this project is to improve the performance of the MIPS 5-stage pipeline  processor by decomposing the instruction memory unit into 3 stages to achieve higher  clock rate. As a result, the speed of execution of instructions can be run faster.


1.4 Project Scope


The project scope will mainly focus on designing and implementing the 6-stage pipeline  processor.  The  specifications  of  the  6-stage  pipeline  processor  will  be  functionally  verified  by  using  testbench.  Besides  that,  the  6-stage  pipeline  processor  will  be  synthesized on the Field Programmable Gate Array (FPGA) technology.


At  the  end  of  this  project,  a  comprehensive  documentation,  a  piece  of  software  and

simulation result are expected to be delivered.
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5  1.5 Project Objectives


The major objective of this  proposed project  is  to  design  and implement  the 6-stage  pipeline  processor  by  decomposing  the  instruction  memory  access  of  basic  5-stage  pipeline processor to achieve a higher clock rate. However, it can also be divided into  several sub-objectives and they are listed accordingly in below.


•  Design level


i.  To design and develop a 6-stage pipeline processor that can meet all the  specifications correctly by using Verilog HDL.


•  Verification level


i.  To develop a complete testbench to verify all the functional correctness  of the 6-stage pipeline processor.


•  Logic synthesis level


i.  To synthesis and integrate the  6-stage pipeline processor which is  the  FPGA technology


1.6 Impact, Significance, and Contribution


After this project is done, it can provide a complete 6-stage pipeline RISC32 processor  with the following documentation:


•  A  completely  functional  well-developed  6-stage  pipeline  processor  which  is  written in Verilog in the form of synthesis-ready RTL.


•  A fully developed verification specification of the 6-stage pipeline processor.


The  verification  specification  contains  adequate  verification  techniques,  verification  methodology,  test  plan  of  each  instructions  and  testbench  architecture.


•  Timing report of the project that show the delay of each stages due to the wire  and logic delay.


This  project  can  contribute  to  develop  an  environment  that  stated  above  by

providing support to the hardware modeling research work. Besides, a researcher

will be able to further improve the performance of the processor by decomposing

the  stage  which  is  time  critical.  Thus,  the  developer  can  speed  up  their  research

work and can be done easier.
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Chapter 2: Literature Review  2.1 MIPS R4000 Background


To solve the performance issue due to the imbalance among pipe stages, MIPS R4000  processor family is introduced. A Computer Business Review (1991) state that in 1991,


"first true 64-bit RISC microprocessor", which is R4000 processor family is introduced  and it was developed by MIPS Computer Systems. R4000 implements MIPS64 but uses  a  deeper  pipeline  than  that  of  our  5-stage  design  both  for  FP  programs  and  integer  (Patterson  and  Hennessy,  2001,  C-61).  The  advantage  of  this  deeper  pipeline  is  to  increase the clock rates. To increase the clock rates, the 5-stage pipeline processor is  decomposed into 8 stages. The extra stages come from decomposing the memory unit  because the cache access has the longest delay in the processor. Sometimes, this type  of deeper pipelining is called superpipelining. Figure 2.1.1 shows the R4000 processor  internal block diagram.


Figure 2. 1. 1: R4000 processor internal block diagram (Heinrich, 1994, Fig 1-1, p.10)
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2.2 MIPS R4000 CPU Pipeline


The 8-stage pipeline processor can execute more instructions at once compared to the  basic  5-stage  processor.  The  execution  of  an  instruction  in  R4000  can  be  done  by  8  stages. These 8 stages include:


■  IF—First  half  of  instruction  fetch,  program  counter  selection  happens  here,  PC<=PC+4, and then initiation of instruction cache access.


■ IS—Second half of instruction fetch, instruction cache access completely.


■ RF—Instruction cache hit detection  →instruction  decode  →  register  fetch,  hazard  checking.


■ EX—Execution, which includes ALU operation, condition evaluation, branch-target  computation and calculate effective address.


■ DF—Data fetch, first half access to the data cache.


■ DS—Second half access to the data fetch, data cache access complete.


■ TC—Tag check, data cache hit detection.


■ WB—Write-back the result into the register file.


Figure 2.2.1 shows the 8-stage pipeline structure using an abstracted version of data  path. At IF and IS stages, the processor accesses the instruction cache with a new cache  access starting every cycle. An instruction word is available at RF stage because the  cache hit detection is done at RF stage, while fetching the registers. This is the reason  why the instruction memory is operating through RF stage as shown in the Figure 2.2.1.


Since the data cannot be written into the register file before cache hit detection, to access  data memory, TC stage is required.


Figure 2. 2. 1: R4000 CPU pipeline structure



(23)8


BIT (Honours) Computer Engineering


Faculty of Information and Communication Technology (Kampar Campus), UTAR


Superpipelining  splits  the  data  and  instruction  memory  references  across  2  stages.


Therefore,  the  logic  is  distributed  more  evenly  across  pipeline  stages.  Figure  2.2.2  shows the pipeline activities.


Figure 2. 2. 2: Pipeline activities


2.2.1 Load Delay


The CPU pipeline leads to a 2-cycle load delay. This is because the 32 bits data is only  available at  the end of the cache access  in  DS  stage. Figure 2.3.1 shows the 2 clock  cycles for load delay because the data is only available at the end of DS stage which is  clock cycle 6.


Figure 2. 2. 1. 1 : CPU pipeline load delay
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The hardware will interlock and slip the instructions if there are 2 instructions use the  load's result right after a load instruction in their EX stage. Figure 2.2.1.2 shows during  the slip, the DF, DS, TC and WB stages of the pipeline shift forward while the IF, IS,  RF, and EX stages do not.


Figure 2. 2. 1. 2: Load interlock/slip cycle


2.2.2 Branch Delay


For branch instruction, there are 3-cycle delay because the branch condition is executed  at EX stage. Figure 2.2.2.1 shows the basic branch delay is 3 cycles.


Figure 2. 2. 2. 1: CPU pipeline branch delay


Based on the Figure 2.2.2.1, there are 3 instructions have entered the pipeline. If the

branch is not taken, all the instructions that already entered the pipeline can be executed

by processor with no penalty. However, if the branch is taken, the MIPS architecture

allows one instruction after the branch target instruction. The other 2 instructions that

have already entered the pipeline will be discarded. A predicted-not-taken strategy for

the remaining branch delay’s 2 cycles is used by R4000 processor.
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2.3 Memory Organization


In the logical memory hierarchy, the position of caches placed between the CPU and  main memory (RAM). The main function of caches is to increase the speed of memory  access. Figure 2.3.1 shows the R4000 system memory hierarchy. In figure 2.3.1, each  functional block has larger capacity to hold data than the block above it. For example,  main  memory  has  a  larger  capacity  than  the  secondary  cache.  Besides,  the  time  to  access each functional block is longer than any block above it. For example, the main  memory takes longer time to access data compared to the CPU on-chip registers.


Figure 2. 3. 1: R4000 system memory hierarchy


Based  on  the  figure  2.3.1,  we  can  observe  that  the  R4000  processor  has  2  on-chip  primary caches and one off-chip secondary cache. One is instruction cache which stores  instructions while the another one is data cache which stores data.


2.3.1 Organization of Instruction Cache


Instruction cache in the processor is read only memory. It stores all the instructions that  will  be  executed.  The  R4000  processor  instruction  cache  used  direct-mapped  cache  mapping technique, index with a virtual address, check with a physical tag and has 8  words cache block.


2.3.2 Organization of Data Cache


Data cache in the processor is used stores all the variable that will be needed to execute.


For example, lw and sw instructions will use the data cache in the processor. The R4000

processor used direct-mapped cache mapping technique, write back policy, index with

a virtual address, check with a physical tag and has 8 words cache block.
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2.3.3 Cache Write Policy


There are 2 cache write policy in accessing the cache unit:


Write-through scheme: Data is written into both cache and memory. Data in the cache  and memory is the same. Thus, a dirty bit is not required for the cache access. One of  the advantages of this policy is easier to implement and it is suitable for use in multilevel  caches. However, the speed of writing the data is too slow because it is written at the  speed of the memory


Write-back scheme: Main memory is not updated with this policy because the data is  written into cache only. It allows the data in the cache and memory to be not the same.


Thus, a dirty bit is required for each block to indicate a block is modified. Dirty block  which is kept in write buffer will be evicted when block replacement occurs. One of the  advantages of this policy is it can reduce the frequency in writing into main memory.


However, it needs to update the block in memory if evicting a dirty block when read  miss and it is harder to implement compared to write-through scheme because it has a  complex hardware.


For the R4000 processor, write-back scheme is implemented to manage its caches.
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2.4 Cache Operation


Cache is a fast temporary data storage which its speed is 10 to 100 times faster than  normal memory. To decompose the cache unit, the operation or procedure of cache unit  need to be studied before starting the project. A cache unit with write-back scheme has  been modelled by Goh Dih Jian. A write buffer is needed for the policy to store dirty  block when there is a block replacement occur and write back to secondary memory  later. This modelled cache can be used as  read only memory (instruction cache) and  data cache. Figure 2.4.1 shows the block diagram of cache unit modelled by Goh Dih  Jian.


Figure 2. 4. 1: Block diagram of cache unit


2.4.1 Scenario for Cache  Cache hit


•  CPU sends 32 bits address and read signal to cache unit.


•  15 bits tag bit and a valid bit are read for cache hit detection


•  If there is a cache hit, no pipeline stalling is needed, and the 32 bits data will be

read in 1 clock cycle.



(28)Chapter 2: Literature Review


13


BIT (Honours) Computer Engineering


Faculty of Information and Communication Technology (Kampar Campus), UTAR


Write hit


•  CPU sends 32 bits address and write signal to cache unit.


•  15 bits tag bit and a valid bit are read for cache hit detection


•  If there is a cache hit, no pipeline stalling is needed.


•  Prepare dirty = 1 because it is a write back scheme and data from  CPU write  into cache.


•  Data is written into cache.


Read miss


•  CPU sends 32 bits address and read signal to cache unit.


•  15 bits tag bit and a valid bit are read for cache hit detection


•  If cache hit signal is de-asserted, it means read miss and cache control will be  activated.


•  The address (15 bits tag and 12 bits index) is used to compare with (15 bits tag  and 12 bits index) which is stored inside AFIFO for AFIFO hit detection.


•  The entire pipelines in the processor will be stalled to wait for completion of  block transfer from SDRAM OR AFIFO.


•  If there is cache miss and AFIFO hit


o  It means that latest copy of data is in AFIFO.


o  Read the data in the AFIFO and copy it to a temporary buffer


o  The block from temporary buffer will be transfers to cache and CPU


•  If there is cache miss and AFIFO also miss


o It means that the latest copy of data is in SDRAM.


o  Use  the  physical  address  to  copy  the  required  block  of  data  from  SDRAM into cache unit


•  When data transferring is completed, then the hit signal will be asserted.


•  Resume the pipeline stages and continue for execution of instruction.
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Write miss


•  CPU sends 32 bits address and write signal to cache unit.


•  15 bits tag bit and a valid bit are read for cache hit detection


•  If cache hit signal is de-asserted, it means write miss and cache control will be  activated.


•  Evicted cache block will be moved to write buffer if it is dirty.


•  Start to transfer a block of data from SDRAM into cache


•  Stall the entire pipelines of the processor to wait for completion of block transfer  from SDRAM control.


•  Dirty bit = 1, valid bit = 1, 15 bits tag and 32 bits data from CPU will be written  into cache unit.


•  After the process is done, the entire pipeline stages will be continued.
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Chapter 3: Proposed Method/Approach  3.1 Design Methodology


There are 3 types of design methodologies available in the design process for digital  system：


•  Top-down design methodology


•  Bottom-up design methodology


•  Mixed design methodology


In  this  project,  the  top-down  design  methodology  will  be  used  for  designing  and  developing the 6-stage pipeline processor. In top-down design methodology, the top- level  representation  of  a  chip  is  first  defined,  followed  by  the  lower-level  representations like ALU, cache unit and datapath unit based on some important criteria  such as functionality and speed.


3.2 RTL Design Flow


Figure 3.2.1 shows The RTL design flow that will be used throughout the project. In  this  project,  the  micro-architectural  level  design  will  be  focused  more  on  the  RTL  design flow.


Figure 3. 2. 1: RTL design flow
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3.2.1 Micro-architecture Specification


Micro-architecture specifications describe the internal design of the pipelined I-cache  unit,  cache  controller  block,  and  branch  predictor  unit.  The  internal  design  of  the  pipelined  I-cache and branch predictor  will be described.  The following  information  will be included in the unit level of the pipelined I-cache and branch predictor:


•  
Functionality description


•  
Input and output pin description


•  
Micro-architecture of the unit


•  
Test plan


While the block level of cache controller will have the following information:


•  
Functionality description


•  
Input and output pin description


•  
Internal operation: FSM


•  
Block diagram


•  
Test plan


3.2.2 RTL Modelling and Verification


After  the  RISC32  are  verified  for  functional  correctness  and  requirements,  then  the  logic synthesis and implementation will be carried out on the FPGA technology in this  project. If the design of RISC32 does not meet all the specified functional requirement,  then the design flow will be repeated.


3.2.3 Logic Synthesis for FPGA


The  RISC32  is  ready  for  logic  synthesis  and  implementation  when  it  has  been

functionally  verified.  RTL  codes  will  be  converted  into  an  optimized  gate  level

representation. If all the necessary specifications are met, the gate level netlist is ready

for physical  design.  Else,  corrections  need to  be made based  on the RTL model  and

gate level netlist
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3.3 Design Tools


3.3.1 Modelsim PE Student Edition 10.4a


For  this  project,  which  is  HDL  (Hardware  Description  Language)  based  design,  Modelsim from Mentor Graphic will be used for simulation and debugging. There are  many  versions  of  Modelsim,  but  student  edition  will  be  used  for  Verilog  design  simulation  because  it  is  free  of  charge  and  it  can  be  downloaded  from  its  official  website. It supports both Verilog and VHDL languages. Besides, this simulator can also  check the syntax of the  code and provide waveform simulation  which play the most  important part in developing the project.  To verify the functionality of the model after  writing a testbench, the timing diagram and the waveform are very useful.


3.3.2 Xilinx Vivado 2019.2


This  software  will  be  used  to  synthesis  and  implement  the  project  and  get  the  static  timing analysis of each stages. This software is designed for HDL designs analysis and  synthesis. Artix-7 board will be used to run implementation of this project.


3.4 Timeline


3.4.1 Gantt Chart for Project I


Figure 3. 4. 1. 1: Gantt chart for Project I
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3.4.2 Gantt Chart for Project II


Figure 3. 4. 2. 1: Gantt chart for Project II
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Chapter 4: System Specification  4.1 System Design / Overview


The  6-stage  pipeline  processor  is  made  up  Central  Processing  Unit  (CPU),  memory  system (cache unit) and Input/output system which are the main parts of the processor.


It evolved from 5-stage pipeline processor which is compatible to MIPS Instruction Set  Architecture (ISA). Numerous instructions can be supported. For example, arithmetic,  logical,  program  control  and  data  memory  access.  For  the  memory  system  of  the  processor, it made up of instruction cache, data cache, stack RAM, boot ROM and flash  memory.  For  the  I/O  system,  it  made  up  of  UART  controller,  SPI  controller,  GPIO  controller  and  priority  interrupt  controller.  The  usage  of  UART,  SPI  and  GPIO  controllers  is  for  data  transfer  with  sensors,  personal  computer,  and  wireless  components. For the priority interrupt, it mainly uses is to deal with multiple interrupt  that  occur  at  the  same  time  based  on  its  priority  level.  It  works  together  with  coprocessor0  (cp0)  to  handle  various  type  of  exception.  For  example,  undefined  instruction exception, overflow exception, I/O interrupt and syscall exception. Figure  4.1.1 shows the overview of RISC32 pipeline processor architecture.


Figure 4. 1. 1: Overview of RISC32 pipeline processor architecture.
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4.1.1 RISC32 6-Stage Pipeline Processor Hierarchy


Table 4.1.1.1 shows the RISC32 6-stage pipeline processor hierarchy. There are 4 main  levels which is chip level, unit level, block level and sub-block.


Chip Level  Unit Level  Block Level  Sub-block


Processor  (crisc)


Data-path unit  (u_datapath)


Branch predictor  (bbp_4way)  Register file (b_rf)  Forward control  (b_fw)


Interlock control  (b_itl)


Coprocessor0  (b_cp0)  ALB (b_alb)  Multiplier  (b_mult)


adder_lvl1  adder_lvl2  adder_lvl3  adder_lvl4  adder_lvl5


adder_lvl1_firstrow  add_lvl1_lastrow  adder_lvl2_lastrow  sub_lvl1_lastrow  Address decoder


(baddr_decoder)  Control-path unit


(uctrl_path)


ALB Control  (balb_ctrl)  Main Control  (bmain_ctrl)  Instruction Cache unit


(upipelined_cache)


Cache Controller   (bcache_ctrl_v3)  Cache RAM   (bcache_ram)  FIFO Controller  (bfifo_ctrl)  FIFO (bfifo)


Data cache unit  (ucache)


Cache Controller

(bcache_ctrl_v3)

Cache RAM

(bcache_ram)

FIFO Controller
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(bfifo_ctrl)  FIFO (bfifo)  Flash Controller


(ufc)


FIFO (bfc_FIFO)  Flash  Controller  Finite State Machine  (FSM)


(bfc_fsm)


Flash  Controller  Transmitter (bfcTX)  Flash  Controller  Clock  Generator  (bfc_clk_gen)  Flash  Controller  Receiver


(bfcRX)  Data RAM (uram)


UART  Controller  (uuart_v2)


UART Transmitter  (btx)


UART  Baud  Clock  Generator (bclkctr)  UART Receiver   (brx)


SPI Controller unit  Receiver (bspiRX)  SPI Clock Generator   (bspiclk_gen)


FIFO (bFIFO)  Transmitter  block  (bspiTX)


SPI I/O control   (bspiIO_ctrl)  ROM (uboot_rom)


Programmable  interrupt controller  (upi_ctrl_v2)


Priority resolver  (bpic_resolver)  GPIO  Controller


(ugpio_v2)  Memory Arbiter   (umem_arbiter)


Figure 4.1. 1. 1 : RISC32 processor design hierarchy
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4.1.2 Micro-architecture of RISC32 5-Stage Pipeline Processor


Figure 4.1.2.1 shows the micro-architecture of RISC32 5-Stage pipeline processor.


Figure 4. 1. 2. 1: Micro-architecture of RISC32 5-stage pipeline processor


4.1.3 Micro-architecture of RISC32 6-Stage Pipeline Processor


Figure 4.1.3.1 shows the micro-architecture of RISC32 6-Stage pipeline processor


Figure 4. 1. 3. 1: Micro-architecture of RISC32 6-stage pipeline processor
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4.1.4 Memory Map


MIPS memory space of RISC32 pipeline processor is implemented in two ways, which  is physical and virtual addresses. The purpose of physical address is used to allocate  physical  memory  such  as  data  RAM,  flash  memory  and  boot  ROM.  The  purpose  of  virtual address is used to access instruction program and data. Figure 4.1.4.1 shows the  memory map of the RISC32 pipeline processor.


Figure 4. 1. 4. 1: Memory map of the RISC32 pipeline processor


*This  figure  is  from  THE  DESIGN  OF  AN  FPGA-BASED  PROCESSOR  WITH

RECONFIGURABLE PROCESSOR EXECUTION STRUCTURE FOR INTERNET

OF THINGS (IoT) APPLICATIONS, 2018 by Kiat Wei Pau
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Table 4.1.3.1 shows the use of different memory allocation.


Table 4. 1. 3. 1: RISC32 pipeline processor memory map description


4.2 Chip Interface of RISC32 Pipeline Processor


Figure 4. 2. 1: Chip Interface of RISC32 pipeline processor
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4.2.1 Input Pin Description  Pin Name: uirisc_clk_100mhz  Pin Class: Global


Pin Function: Synchronize signals  Source->Destination: External -> Crisc  Pin Name: uirisc_rst


Pin Class: Global


Pin Function: Reset pipeline processor  Source->Destination: External -> Crisc  Pin Name: uirisc_ua_rx_data


Pin Class: Data


Pin Function: Receive serial data


Source->Destination: External UART device -> Crisc  Pin Name: uirisc_fc_MISO1


Pin Class: Data


Pin Function: SPI protocol serial pin


Source->Destination: Flash memory -> Crisc  Pin Name: uirisc_fc_MISO2


Pin Class: Data


Pin Function: SPI protocol serial pin


Source->Destination: Flash memory -> Crisc  Pin Name: uirisc_fc_MISO3


Pin Class: Data


Pin Function: SPI protocol serial pin


Source->Destination: Flash memory -> Crisc  Table 4. 2. 1. 1: RISC32 input pin description  4.2.2 Output Pin Description


Pin Name: uorisc_ua_tx_data  Pin Class: Data


Pin Function: Transmit serial data


Source->Destination: Crisc -> External UART unit  Pin Name: uorisc_fc_sclk


Pin Class: Data


Pin Function: SPI protocol serial clock signal  Source->Destination: Crisc -> Flash memory  Pin Name: uorisc_fc_ss


Pin Class: Control


Pin Function: SPI protocol slave selects

Source->Destination: Crisc -> Flash memory

Table 4. 2. 2. 1: RISC32 output pin description
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4.2.3 Input Output Pin Description  Pin Name: urisc_GPIO


Pin Class: Data


Pin Function: GPIO pins


Source->Destination: -> Crisc <-> External devices  Pin Name: uiorisc_spi_mosi


Pin Class: Data


Pin Function: This pin will become an input if crisc is configured as a master, else  otherwise.


Source->Destination: -> Crisc <-> External SPI unit  Pin Name: uiorisc_spi_miso


Pin Class: Data


Pin Function: This pin will become an input if crisc is configured as a master, else  otherwise.


Source->Destination: -> Crisc <-> External SPI unit  Pin Name: uiorisc_spi_sclk


Pin Class: Control


Pin Function: This pin will become an output if crisc is configured as a master, else  otherwise.


Source->Destination: -> Crisc <-> External SPI unit  Pin Name: uiorisc_spi_ss_n


Pin Class: Control


Pin Function: This pin will become an output if crisc is configured as a master, else  otherwise.


Source->Destination: -> Crisc <-> External SPI unit  Pin Name: uiorisc_fc_MOSI


Pin Class: Data


Pin Function: SPI protocol serial input output pin

Source->Destination: -> Crisc <-> Flash Memory

Table 4. 2. 3. 1: RISC32 input output pin description
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Chapter 5: Micro-Architecture Specification  5.1 Pipelined I-Cache


5.1.1 Functionality of I-Cache


Figure 5.1.1.1 shows the block diagram of i-cache. The functionalities of i-cache are:


▪  Store instructions of main memory.


▪  Output instructions to CPU.


▪  Stall the CPU when read miss.


▪  Communicate  with  flash  memory  controller  to  fetch  new  block  of  instructions when read miss.


Figure 5. 1. 1. 1: Block diagram of I-cache

ui_cac_cpu_stall
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5.1.2 Input Pin Description  Pin Name: ui_cac_clk  Pin Class: Global


Pin Function: Synchronize signals  Source->Destination: External -> Cache  Pin Name: ui_cac_rst


Pin Class: Global


Pin Function: Reset cache


Source->Destination: External -> Cache  Pin Name: ui_cac_cpu_data


Pin Class: Data


Pin Function: Data from CPU that required to write into cache  Source->Destination: CPU -> Cache


Pin Name: ui_cac_cpu_addr  Pin Class: Address


Pin Function: Address to be accessed in cache  Source->Destination: CPU -> Cache


Pin Name: ui_cac_cpu_read  Pin Class: Control


Pin Function: Enable read from cache  Source->Destination: CPU -> Cache  Pin Name: ui_cac_cpu_write


Pin Class: Control


Pin Function: Enable write of data into cache  Source->Destination: CPU -> Cache


Pin Name: ui_cac_mem_ack  Pin Class: Control


Pin Function: HIGH: Read data is ready from flash memory         LOW: Flash memory is prepared to receive data  Source->Destination: Memory arbiter -> Cache


Pin Name: ui_cac_mem_data  Pin Class: Data


Pin Function: Data read from flash memory  Source->Destination: Memory arbiter -> Cache  Pin Name: ui_cac_mem_lmc_same


Pin Class: Status


Pin Function: HIGH: Configuration of flash memory is same  Source->Destination: Memory arbiter -> Cache


Pin Name: ui_cac_bp_flush  Pin Class: Control


Pin Function: Flush the pipeline inside cache when wrong prediction

Source->Destination: Datapath unit -> Cache
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Pin Name: ui_cac_cp0_flush  Pin Class: Control


Pin Function: Flush the pipeline inside cache when exception occur  Source->Destination: Datapath unit -> Cache


Pin Name: ui_cac_cp0_exc_flag  Pin Class: Control


Pin Function: Stall the pipeline inside cache when exception occur  Source->Destination: Datapath unit -> Cache


Pin Name: ui_cac_itl_en  Pin Class: Control


Pin Function: Stall the pipeline inside cache when data hazard occurs  Source->Destination: Datapath unit -> Cache


Pin Name: ui_cac_mem_busy  Pin Class: Control


Pin Function: HIGH: Indicate flash memory is busy


LOW: Indicate flash memory is ready to use  Source->Destination: Flash controller unit -> Cache  Pin Name: ui_cac_cpu_stall


Pin Class: Control


Pin Function: HIGH: Stall the pipeline inside the cache  Source->Destination: Datapath unit -> Cache


Table 5. 1. 2. 1: Cache input pin description


5.1.3 Output Pin Description  Pin Name: uo_cac_cpu_data  Pin Class: Data


Pin Function: Instruction output to CPU  Source->Destination: Cache -> CPU  Pin Name: uo_cac_cpu_stall


Pin Class: Control


Pin Function: Stall all the pipelines inside the processor  Source->Destination: Cache -> CPU


Pin Name: uo_cac_miss  Pin Class: Status


Pin Function: Indicate cache miss


Source->Destination: Cache -> Memory arbiter



(45)30


BIT (Honours) Computer Engineering


Faculty of Information and Communication Technology (Kampar Campus), UTAR


Pin Name: uo_cac_mem_write  Pin Class: Control


Pin Function: Indicate the need of write data into flash memory  Source->Destination: Cache -> Memory arbiter


Pin Name: uo_cac_mem_read  Pin Class: Control


Pin Function: Indicate the need of read data from flash memory  Source->Destination: Cache -> Memory arbiter


Pin Name: uo_cac_mem_sel  Pin Class: Control


Pin Function: Mask 32 bits data


Source->Destination: Cache -> Memory arbiter  Pin Name: uo_cac_mem_addr


Pin Class: Address


Pin Function: Indicate the location in the flash memory to be accessed  Source->Destination: Cache -> Memory arbiter


Pin Name: uo_cac_mem_data  Pin Class: Data


Pin Function: Data to be written into flash memory  Source->Destination: Cache -> Memory arbiter  Pin Name: uo_cac_mem_lmc_data


Pin Class: Data


Pin Function: Configure flash memory


Source->Destination: Cache -> Memory arbiter  Pin Name: uo_cac_mem_data_ready


Pin Class: Status


Pin Function: HIGH: Data is ready to write back from FIFO to flash memory  Source->Destination: Cache -> Memory arbiter


Pin Name: uo_cac_mem_complete  Pin Class: Status


Pin Function: HIGH: Indicate one block of data is written into flash memory  Source->Destination: Cache -> Memory arbiter


Table 5. 1. 3. 1: Cache output pin description
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5.1.4 Micro-architecture of I-cache


Figure 5.1.4.1 shows the original I-cache in RISC32 5-stage pipeline processor. The 2  red lines indicate new pipeline stages will be placed in new design of I-cache. Cache  control, FIFO, and FIFO control will be only activated when cache miss.


Figure 5. 1. 4. 1: Micro-architecture of I-cache.


5.1.5 Micro-architecture of Pipelined I-cache


Figure 5.1.5.1 shows the micro-architecture of pipelined I-cache. Cache control, FIFO,  and  FIFO  control  will  be  only  activated  when  cache  miss  and  asynchronous  to  the  program execution flow. I-cache access is divided into 3 stages which are:


•  IF: Initiation of cache access


•  IS: Cache RAM access


•  ID: Instruction cache hit detection


Figure 5. 1. 5. 1: Micro-architecture of pipelined I-cache
 Asynchronous 
to the program 
execution flow 
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5.1.6 Read Protocol


Figure 5.1.6.1 shows the read protocol for I-cache.


Figure 5. 1. 6. 1: I-cache read protocol
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5.2 Branch Predictor


5.2.1 Functionality of Branch Predictor


Figure  5.2.1.1  shows  the  block  diagram  of  branch  predictor.  The  functionalities  of  branch predictor are:


▪  Predict next PC for the CPU based on the information in branch target buffer.


▪  Check predicted PC and update the branch target buffer.


▪  Flush  the  IS  and  ID  stage  of  CPU  if  the  prediction  is  incorrect  and  provide  correction PC.


Figure 5. 2. 1. 1: Block diagram of branch predictor  bibp_id_eret_addr


bibp_id_jaddr  bibp_if_pc  bibp_if_pc4  bibp_id_pc4  bibp_id_br_taddr  bibp_id_beq  bibp_id_bne  bibp_id_blez  bibp_id_bgtz  bibp_id_jump  bibp_id_jr  bibp_id_jalr  bibp_id_jal,  bibp_id_eret


bibp_id_rs_equal_rt


bibp_id_rs_less_or_equal_zero  bibp_ifid_wr


bibp_cpu_stall  bibp_cp0_flush_id  bibp_clk


bibp_rst


bobp_if_next_pc  bobp_id_nop_ifid  32


32  32  32  32  32


32

bbp_4way



(49)34


BIT (Honours) Computer Engineering


Faculty of Information and Communication Technology (Kampar Campus), UTAR


5.2.2 Input Pin Description


Pin Name: bibp_id_eret_addr [31:0]


Pin Class: Address


Pin Function: Exception PC


Source->Destination: Datapath unit -> Branch predictor  Pin Name: bibp_id_jaddr [31:0]


Pin Class: Address  Pin Function: Jump PC


Source->Destination: Datapath unit -> Branch predictor  Pin Name: bibp_if_pc [31:0]


Pin Class: Address


Pin Function: Access branch target buffer to predict next PC  Source->Destination: Datapath unit -> Branch predictor  Pin Name: bibp_if_pc4 [31:0]


Pin Class: Address


Pin Function: Prediction PC for predict untaken


Source->Destination: Datapath unit -> Branch predictor  Pin Name: bibp_id_pc4 [31:0]


Pin Class: Address


Pin Function: Correction PC for miss predict taken  Source->Destination: Datapath unit -> Branch predictor  Pin Name: bibp_id_br_taddr [31:0]


Pin Class: Address


Pin Function: Correction PC for miss predict untaken  Source->Destination: Datapath unit -> Branch predictor  Pin Name: bibp_id_beq


Pin Class: Status


Pin Function: HIGH: Indicate instruction is beq in ID stage  Source->Destination: Datapath unit -> Branch predictor  Pin Name: bibp_id_bne


Pin Class: Status


Pin Function: HIGH: Indicate instruction is bne in ID stage  Source->Destination: Datapath unit -> Branch predictor  Pin Name: bibp_id_blez


Pin Class: Status


Pin Function: HIGH: Indicate instruction is blez in ID stage  Source->Destination: Datapath unit -> Branch predictor  Pin Name: bibp_id_bgtz


Pin Class: Status


Pin Function: HIGH: Indicate instruction is bgtz in ID stage

Source->Destination: Datapath unit -> Branch predictor
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Pin Name: bibp_id_jump  Pin Class: Status


Pin Function: HIGH: Indicate instruction is jump in ID stage  Source->Destination: Datapath unit -> Branch predictor  Pin Name: bibp_id_jr


Pin Class: Status


Pin Function: HIGH: Indicate instruction is jr in ID stage  Source->Destination: Datapath unit -> Branch predictor  Pin Name: bibp_id_jalr


Pin Class: Status


Pin Function: HIGH: Indicate instruction is jalr in ID stage  Source->Destination: Datapath unit -> Branch predictor  Pin Name: bibp_id_jal


Pin Class: Status


Pin Function: HIGH: Indicate instruction is jal in ID stage  Source->Destination: Datapath unit -> Branch predictor  Pin Name: bibp_id_eret


Pin Class: Status


Pin Function: HIGH: Indicate exception occur in ID stage  Source->Destination: Datapath unit -> Branch predictor  Pin Name: bibp_id_rs_equal_rt


Pin Class: Status


Pin Function: Indicate the correctness of previous prediction for bne and beq  Source->Destination: Datapath unit -> Branch predictor


Pin Name: bibp_id_rs_less_or_equal_zero  Pin Class: Status


Pin Function: Indicate the correctness of previous prediction for bgtz and blez  Source->Destination: Datapath unit -> Branch predictor


Pin Name: bibp_ifid_wr  Pin Class: Control


Pin Function: LOW: Stall IF/IS and IS/ID pipeline  Source->Destination: Datapath unit -> Branch predictor  Pin Name: bibp_cpu_stall


Pin Class: Control


Pin Function: HIGH: Stall IF/IS and IS/ID which caused by cache miss  Source->Destination: Datapath unit -> Branch predictor


Pin Name: bibp_cp0_flush_id  Pin Class: Control


Pin Function: Flush the pipelines register when exception occur

Source->Destination: Datapath unit -> Branch predictor
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Pin Name: bibp_clk  Pin Class: Global


Pin Function: Synchronize signals


Source->Destination: Datapath unit -> Branch predictor  Pin Name: bibp_rst


Pin Class: Global


Pin Function: Reset branch predictor


Source->Destination: Datapath unit -> Branch predictor  Table 5. 2. 2. 1: Branch predictor input pin description


5.2.3 Output Pin Description  Pin Name: bobp_if_next_pc  Pin Class: Address


Pin Function: Predicted next PC


Source->Destination: Branch predictor ->


Pin Name: bobp_id_nop_ifid  Pin Class: Control


Pin Function:


Source->Destination: Branch predictor ->


Table 5. 2. 3. 1: Branch predictor output pin description
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5.2.4 Micro-architecture of Branch Predictor


Figure  5.2.4.1  shows  the  micro-architecture  of  branch  predictor  designed  by  Chang  Boon Chiao. The red line indicates an additional pipeline register is newly added. Since  MIPS architecture has a cycle single branch delay, therefore prediction can be made in  clock cycle 2  and take this  advantage to  split the logic of the branch predictor more  evenly. Instruction only available in clock cycle 3. Thus, checking correctness of the  prediction should also in clock cycle 3.


Figure 5. 2. 4. 1: Micro-architecture of branch predictor.


additional delay
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5.2.5 Internal Operation  Stage 1: IF


-  PC selection and initiation of branch predictor access  Stage 2: IS


-  Read branch target buffer (BTB) based on the PC to predict next PC by looking  for entry with the same index and tag as the PC in the BTB.


-  Branch target address will be assigned as next PC if the entry is found in the  BTB


-  Normal PC (PC+4) will be assigned as next PC if the entry is not found in the  BTB


Stage 3: ID


-  Check the correctness of the prediction.


-  IS and ID stage will be flushed if the prediction is incorrect.


-  When there is no matching entry is found in the previous IF stage, a new entry  will be created to store the information of the instruction.


-  When there is matching entry is found in the previous IF stage, information in  the entry will be updated.


5.2.6 State Transition of BTB


Figure 5.2.6.1 shows the FSM of BTB.


Figure 5. 2. 6. 1: FSM of BTB
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5.3 Cache Controller


5.3.1 Functionality of Cache Controller


Figure 5.3.1.1 shows the block diagram of cache controller designed by Goh Dih Jian.


The functionalities of cache controller are:


▪  Control the activity of pipelined I-cache


▪  Determine the data to read from flash memory when cache miss


▪  Output status and control signal to write back data from FIFO to cache


▪  Output status and control signal to move dirty data from cache to FIFO


▪  Output status and control signal to flash memory


Figure 5. 3. 1. 1: Block diagram of cache controller
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5.3.2 Input Pin Description  Pin Name: bi_cac_ctrl_clk  Pin Class: Global


Pin Function: Synchronize signals


Source->Destination: External -> Cache unit -> Cache controller  Pin Name: bi_cac_ctrl_rst


Pin Class: Global


Pin Function: Reset cache controller


Source->Destination: External -> Cache unit -> Cache controller  Pin Name: bi_cac_ctrl_lmc_same


Pin Class: Status


Pin Function: HIGH: Indicate the configuration of flash memory is same  Source->Destination: Memory arbiter -> Cache unit -> Cache controller  Pin Name: bi_cac_ctrl_mem_ack


Pin Class: Control


Pin Function: HIGH: Indicate data is ready from flash memory


LOW: Indicate flash memory is prepared to receive data


Source->Destination:  Flash  memory  controller  ->  Memory  arbiter  ->  Cache  unit       ->Cache controller


Pin Name: bi_cac_ctrl_cpu_write  Pin Class: Control


Pin Function: HIGH: Enable data to be written into cache  Source->Destination: CPU -> Cache unit -> Cache controller  Pin Name: bi_cac_ctrl_cpu_read


Pin Class: Control


Pin Function: HIGH: Enable data to be read from cache  Source->Destination: CPU -> Cache unit -> Cache controller  Pin Name: bi_cac_ctrl_hit


Pin Class: Status


Pin Function: HIGH: Indicate cache hit


Source->Destination: Cache unit -> Cache controller  Pin Name: bi_cac_ctrl_dirty


Pin Class: Status


Pin Function: HIGH: Indicate the data to be accessed is dirty  Source->Destination: Cache unit -> Cache controller


Pin Name: bi_cac_ctrl_fifo_busy  Pin Class: Status


Pin Function: HIGH: Indicate FIFO is writing into flash memory  Source->Destination: FIFO -> Cache controller


Pin Name: bi_cac_ctrl_fifo_full  Pin Class: Status


Pin Function: HIGH: Indicate FIFO is full

Source->Destination: FIFO -> Cache controller
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Pin Name: bi_cac_ctrl_fifo_hit  Pin Class: Status


Pin Function: HIGH: Indicate latest copy of data is in FIFO  Source->Destination: FIFO -> Cache controller


Table 5. 3. 2. 1: Input pin description of cache controller


5.3.3 Output Pin Description


Pin Name: bo_cac_ctrl_cpu_data_output_en  Pin Class: Control


Pin Function: HIGH: Indicate data is enabled to be output to CPU  Source->Destination: Cache controller -> Cache unit


Pin Name: bo_cac_ctrl_counter[2:0]


Pin Class: Control


Pin Function: Count the data when transferring a block of data (8 words).


Source->Destination: Cache controller -> Cache   Pin Name: bo_cac_ctrl_cache_data_select


Pin Class: Control


Pin Function: HIGH: Choose data from flash memory        LOW: Choose data from CPU
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